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Section 1. Management and Oversight of the Sloan Digital Sky Survey

This section describes the management of the Sloan Digitd Sky Survey under the
auspices of the Astrophysica Research Consortium. It describes the roles and
regponsibilities of the Astrophysica Research Consortium, the Board of Governors, the
Advisory Council, the Director, the Project Scientist, the Scientific Spokesperson, and the
Project Manager. Additiond information on the policies of the Soan Digitd Sky Survey
may be found on the SDSS website at: http://www.sdss.org/policies/sdss poo.html

1.1. The Astrophysical Research Consortium

The Agtrophysical Research Consortium (ARC) was created to provide the faculty,
daff, and students from its member ingtitutions with access to modern astronomical
equipment for their research and education programs. ARC owns and operates the Apache
Point Observatory (APO) near Sunspot, New Mexico. The ARC-managed fadilities a
APO consist of a 3.5-m generd- purpose telescope and its instruments, and the telescopes,
insruments, and ancillary support systems of the Soan Digitd Sky Survey (SDSS). ARC
managed the construction and commissioning of these two facilities and today it manages
their operation. These two telescope facilities are distinct and each is responsible for its
own independent funding. The resources for congtructing and operating these fecilities
have been provided by the participating indtitutions, private, federd and internationa
sources. The Secretary/Treasurer, Donadld Baldwin, and the Business Manager, Michadl
Evans, administer the funds received by ARC for these projects. ARC dishurses some of
these funds to the participating ingtitutions through forma agreements and the remainder
through contracts managed directly by ARC. The faculty and technicd saffs of the
participating indtitutions have provided and continue to provide the technica expertise to
mantain and improve these facilities. New Mexico State University, an ARC membser,
manages the operations a APO for ARC. The ARC Business Manager directly
adminigters large contracts with vendors when it is advantageous to ARC.

Oversght of ARC operationsis the responsbility of the Board of Governors, heregfter
the Board. The indtitutions that condtitute the Board are the University of Chicago, the
Indtitute for Advanced Study, Johns Hopkins University, New Mexico State University,
Princeton University, the University of Washington, and Washington State Universty.

Two members represent each ingtitution on the Board and the members are drawn from
active scientists and senior university administrators. The Chair of the Board is Professor
Rene Walterbos of New Mexico State University. The Board directly overseesthe 3.5-m
telescope program but created the Advisory Council to oversee the SDSS, in view of the
large scle of the SDSS program and the very large number of inditutions participating in
that program.

1.2. TheAdvisory Council

The Board has delegated the oversight and management of the SDSS to the Advisory
Council. The Advisory Council actions are governed by the Principles of Operation (PoO),
which were prepared by the Advisory Council and approved by the Board. Indtitutiona
membership on the Advisory Council has been granted to those indtitutions that made



sgnificant cash or in-kind contributions toward the congtruction, commissioning, and
operation of the SDSS. These are the Participating Institutions. Five ARC inditutions that
fully participate in the SDSS are the University of Chicago, the Indtitute for Advanced
Study, Johns Hopkins University, Princeton University, and the University of Washington.
Fermilab, the Jgpan Participation Group (JPG) and the US Naval Observatory (USNO) are
full participantsin the SDSS through Memoranda of Understanding (MOU) with ARC.
Each of these fully Participating Inditutions may appoint two voting members to the
Advisory Council. In addition, the Max Planck Inditute for Astronomy in Heldelberg
(MPIA), the Max Planck Ingtitute for Astrophysics in Garching and New Mexico State
Universty are Affiliate Members of the Advisory Council through MOU’swith ARC.
Each Affiliate Member may gppoint one non-vating member to the Advisory Council. The
Interim Chair of the Advisory Council is Professor Rene Walterbos of New Mexico State
Universty.

1.3. TheDirector and the Director ate

The Board has delegated to the Director the executive authority for construction and
operation of the Survey. To those ends, the Director is responsible for organizing and
directing al aspects of the Survey, including the appointment of key personnd. The
Director is a0 responsgble for obtaining funds for the congtruction and operations phases
of the Survey on behaf of ARC. The Board, taking into consideration the recommendation
of the Advisory Council, gppoints the Director for afixed term. The Board appointed John
Peoples, Director Emeritus of Fermilab, asthe Director for a second two-year term
beginning January 1, 2001. He serves in afull-time capacity through aformal agreement
between ARC and Fermilab.

The Director is responsible for preparing an organization plan and submitting it to the
Advisory Council for gpprova. He leads the preparation of proposas for funds for the
congtruction and operations of the Survey. ARC submits these proposas to federa
agencies and philanthropic ingtitutions and the Director serves as the Principa Investigator
for these proposals. He is responsible for drafting, for concurrence by the Advisory
Council and gpprova by the Board, the Memorandum of Understanding with any new
Participating Indtitution.

The ARC corporate office, under the generd supervision of the ARC Treasurer, asssts
the Director with the preparation of the annual budgets and monthly financid summaries.
The Director submits both an annual budget and atotal budget for the completion of the
Survey to the Advisory Council. These budgetsinclude dl funds and in-kind services
needed for congtruction, maintenance, and operation of the Survey and for acquisition,
processing, archiving, and distribution of the data to the collaboration and the astronomical
community. The Advisory Council transmits the Director's budgets dong with its
recommendations to the Board for gpprova. Monthly financial summaries are provided to
the Advisory Council to show expenditures and obligations compared to the annua budget.

The Director is responsible for achieving the Survey Science Goal's described in the
PoO and to that end he gppointed James Gunn, Professor of Astrophysics at Princeton



Universty, as the Project Scientist and delegated to him the respongibility for assuring that
the SDSS will achieve the Science Gods.

The flow of accountability from the Board through the Advisory Council to the
Director, and then to the Project Scientist, the Project Manager, and the Spokesperson is
shown in Figure 1.1.

Figure 1.1. Organization Chart for ARC SDSS Management
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1.3.1. Project Scientist

The Director has delegated to the Project Scientist the respongbility for providing the
overdl qudity assurance for the project and ensuring its scientific integrity. The Project
Scientist monitors the performance of dl sysems and eva uates the scientific impact of
proposed changes to the hardware, software, and plans for commissioning and operating
the Survey. He is responsible for assuring the Director that the performance of these
systems will meet the Science Requirements and that the Science Goals can be met. Heis
respons ble for the preparation and maintenance of the Science Reguirements Document
that flows from the Science Goals.



The Office of the Project Scientist was formed to assist the Project Scientist. The
Deputy Project Scientist, Professor Michael Strauss of Princeton University, asssts the
Project Scientist in the implementation of his responsibilities. Professor Strauss developed
the Science Requirements Document and he is respongible for maintaining this document.
Heisdso responsible for reviewing and auditing other requirement documents that flow
directly from the Science Requirements. The Office of the Project Scientist is responsble
for developing and coordinating tests that will evauate the ability of the equipment as
congtructed and the software as written to meet the Scientific Requirements. The Deputy
reports the results of these tests to the Project Scientist and the Director. The Project
Scientist reviews the test results and recommends remedid action to the Director when the
performance of the equipment or the software could compromise the Science Goals.

1.3.2. Project Manager

The Director has appointed Bill Boroski of Fermilab as Project Manager and created an
Office of Project Management. The Project Manager assists the Director in the
performance of his responghilities. The Project Manager, with the support of the Project
Office, isrespongble for developing and maintaining the project schedule and determining
the schedule performance of Survey Operations. He is responsible for preparing the annual
Survey budget and the cost to complete the Survey for consideration by the Director and
the Project Scientist prior to their submission by the Director to the Advisory Council. He
Is regpong ble for tracking project expenditures and reporting them, together with any
deviations from the gpproved budgets, to the Director on atimely bass. He is responsible
for preparing the quarterly reports that are distributed to the Advisory Council, and for
tracking expenditures againgt the approved budget.

The Project Manager coordinates the monthly work plan for the engineering effort a
APO with the efforts of the engineering groups at the Participating Inditutions and the
requirements of the observing program. He identifies resources at the Participating
Ingtitutions when additiona resources are needed to meet the schedule. With the Head of
Survey Coordination, he is respongble for informing the Director and the Project Scientist
of the state of compliance of Survey Operations with the Science Requirements. Heisadso
responsible for keeping the Director and the Project Scientist informed on the cost and
schedule performance of Survey Operations.

1.3.3. Scientific Spokesperson

The Director has delegated the management of the affairs of the Collaboration to the
Scientific Spokesperson, hereafter Spokesperson. He has also delegated to the
Spokesperson the primary responsibilities for representing the Survey to the scientific
community and for raising the vishility of the Survey within the astronomy and physics
communities. The current Spokesperson is Professor Richard Kron of the University of
Chicago. The SDSS Collaboration dected him to this position effective duly 1, 2001. The
Advisory Council sets the duration of the term of the Spokesperson, which is currently set
at two years.



The Collaboration Council (CoCo) was created to assst with Spokesperson with the
discharge of hisresponshilities. CoCo advises and supports the Spokesperson. It provides
aformd channd for presenting Collaboration issues that reguire action by the
Management Committee or the Advisory Council to the Director and the Advisory Council
through the Spokesperson.  Since the Collaboration Council has successfully carried out its
responsbilities, its role was formally incorporated into the November 21, 2000 revision of
the PoO. Each Participating Indtitution selects one person to represent their indtitution on
CoCo.

1.3.4. Management Committee

The Director created the Management Committee as aforum for the discusson and
framing of issues that reguire action by the Director and/or the Advisory Council. The
Director, the Project Scientist, the Project Manager and the Spokesperson congtitute the
Management Committee and the Director is the Chair. It examines and acts on al issues
that have a broad impact on the Survey, including MOUs and other agreements that define
the conditions of participation by inditutionsin the SDSS. When the resolution of an issue
requires the gpprova of the Advisory Council or the Board, it reviews the matter and
formulates a recommendation for action by the Advisory Council.

1.3.5. Public Affairs

The Director has established a public affairs office to handle press releases and
communication with the news media. The Lead Public Information Officer for the Survey
manages communications with the media. The Spokesperson is currently serving as the
interim Lead Public Information Officer. The Lead Public Information Officer is
responsible for coordinating and organizing the work of the Public Information Officers a
the other Participating Indtitutions in order to assure that the interests of al of the sponsors
of the SDSS are properly served. The Director gppoints the Public Affairs Coordinator,
who isresponsble for providing the lead Public Information Officer with the scientific and
technica information that will be distributed in press releases and other communications
with the media The current Public Affairs Coordinator for the collaboration is Richard
Kron, Professor of Astronomy at the University of Chicago.

1.3.6. External Advisory Committees

The Director may form ad hoc externad Advisory Committees to provide him with
advice on the readiness of the Survey to acquire and process data and to distribute the
archived data products to the Collaboration and the astronomical community throughout
the survey. These committees will review the effectiveness of observing operations, data
processing, and the distribution of data to the collaboration and the astronomical
community and make recommendations for improvement if survey operations do not meet
the expectations of the ponsors. The members of these committees will consst of
scientists (primarily astronomers), engineers, and computer professonas with large project
experience who are not engaged in the Survey.



1.4. Survey Operations

The Director has formed Survey Operations to provide an organization to manage the
congtruction and operation phases of the Survey. The organization chart for Survey
Operationsisshown in Figure 1.2.  Survey Operations consgts of three technica groups—
Observing Systems, Data Processing and Distribution, and Survey Coordination — and the
support provided by APO through the Site Operations Manager. The personnel for the
three technica groups are provided by the Participating I ndtitutions through agreements
with ARC. Ther responghilities are briefly described in this section and in much more
detail in the Operations Modé!.

The Director gppointed the Head of Observing Systems, the Head of Data Processing
and Didtribution, and the Head of Survey Coordination. ARC appointed the Site
Operations Manager, Bruce Gillespie, whose assigned duties are broader than just the
SDSS. The Project Scientist is responsble for setting the godss of the three technical
groups and for reviewing the level of observatory support to assure that it is sufficient for
the proper execution of the Survey. He sets priorities when the goas of the groups arein
conflict. It is noted that Professor Gunn holds the positions of Project Scientist and Head of
Observing Systems. Professor Gunn has served as Project Scientist since the inception of
the SDSS.

Figure 1.2. Organization Chart for Survey Operations
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1.4.1. Observing Systems

The Obsarving Systems group is responsible for maintaining the Observing Systemsin
an operationa state throughout the observing phase of operations. The Observing Systems
consgst of the 2.5-mtelescope, the CCD imaging camera, the dua spectrographs, the 2.5-m
ingrument change system, the equipment for plugging spectroscopic plates, the
Photometric Telescope (PT) and itsingtruments, and the data acquisition system for both
telescopes. The group is dso respongble for maintaining and improving the Observers
Programs and the data acquisition equipment at APO that was provided by Fermilab. In
addition, it is respongble for implementing incrementa improvements that can increase
the efficiency of these subsystems. Findly, it is respongble for assuring that the
aforementioned subsystems can meet the Science Requirements. The Head of Observing
Sygemsis Jm Gunn.

1.4.2. Data Processing and Distribution

The Data Processing and Didribution (DP& D) group is responsible for al software
and computer systems that are used to process and distribute the SDSS data. The Head of
the DP& D group is Chris Stoughton of Fermilab.

The Fermilab members of the DP& D group, with the support of facilities and people
from the Fermilabb Computing Division, are respongble for processing the data at
Fermilab. The maintenance and improvement of the pipelines and related software are
carried out by gtaff from the Participating Indtitutions under the direction of the Head of
the DP&D group. The Head of DP&D isresponsible for the coordination of the software
development and maintenance among the inditutions in order to minimize duplication and
to assure that all essentia software is cgpable of processing data at Fermilab. Each
ingtitution engaged in the data processing and distribution effort has desgnated a pipdine
coordinator who is responsible for managing the software effort a their ingtitution. The
pipeline coordinators and the Head of the DP& D meet on aregular bassto review the Sate
of the software and processing and distribution and set prioritiesin order to meet survey
requirements and schedule. The DP&D group is responsible for the processing the data
recorded on tape at APO and placing it in the Operations Database. It is responsible for
archiving the data and digtributing it to the Collaboreation. It is responsible for assuring that
the qudlity of the datain the Operationa Database and the Science Archive meetsthe
Science Requirements.

The DP&D group is aso responsible for delivering the Data Products to the Space
Telescope Science Indtitute (STScl), in accord with the Data Digtribution and Release
Plan. The STScl has agreed to digtribute the Data Products to the astronomical community
during the operations phase of the survey and will serve asthe long-term steward of the
SDSS Science Archive after the find data release by the SDSS Collaboration.

1.4.3. Observatory Support

Observatory Support is carried out under the direction of the APO Site Operations
Manager, Bruce Gillespie, who aso has responsbility for managing the 3.5-m telescope



operations and the Ste at large. APO provides dl of the basic services and facilities to the
three SDSS technical groups that are needed to carry out their work at the ste. APO
provides and trains the observing staff that carries out the observations for the SDSS. The
Survey Coordinator and the Project Scientist provide the monthly observing plan to the
observers through the Lead Observer, Scot Kleinman. The Site Operations Manager is
responsible for providing the observer team with office and laboratory space, onsite and
offsite computer networks, and desktop computing. The Site Operations Manager is
responsible to ARC for the safe conduct of dl activities a the Observatory. The APO
Safety Officer, Mark Klaene, provides the safety oversight of al activities at APO,
edablishes the qudifications for dl people to engage in various tasks while working at the
Obsarvatory, and maintains their training records. In order to fulfill this respongbility,
APO provides the safety training for the entire SDSS saff engaged in activities at the
Observatory.

1.4.4. Survey Coordination

The Survey Coordination Group provides the strategic and tactica direction of the
observing program, tracks survey progress, and generates monthly observing plans. Steve
Kent isthe Head of Survey Coordination; he is aso the Head of the Fermilab Experimental
Adtrophysics Group. Scot Kleinman is the Deputy Head of Survey Coordination; heisaso
the Lead Observer. The survey operations work plan is coordinated through aweekly
teleconference organized by the Project Manager. The participants in the weekly
conference include the heads of the three technica groups, the Site Operations Manager,
the Lead Observer, key staff at the APO site, and the Project Scientist. When necessary,
the Director aso participates. The coordination of the efforts of the three technical groups
as they relate to the observing program is the responsibility of the Head of Survey
Coordination. He and the Lead Observer prepare the weekly and monthly observing plans
for congderation by the Project Scientist. The Head of Survey Coordination provides
direction for the off-mountain efforts related to the fabrication of plug plates for

Spectroscopy.

1.4.5. Change Control Board

The Director has established a Change Control Board to formally receive and act on
proposed significant deviations from the approved budget, schedule, and Science
Requirements. The Project Scientist chairs the Change Control Board. The Project
Manager prepares the agenda for the Change Control Board meetings and chairs mestings
in the absence of the Project Scientist. He isrespongble for ditributing the decisions of
the Change Control Board to the Director for gpproval and to the heads of the Systems
Groups for action.

15. Collaboration Affairs

The Collaboration congsts of about 150 scientists from the Participating Ingtitutions.
Its membership aso includes scientists from non-participating ingtitutions who have
earned data access through their contributions to the SDSS infrasiructure. In addition, its
membership includes externa collaborators who provide expertise on specific projects.



The size of the Collaboration is about 200 Ph.D. scientists. The Collaboration provides
opportunities for its members to exchange information and ideas fredly, thereby asssting
the pursuit of their individua research gods. Collaboration Affairs was formed to
accomplish these gods. The Collaboration Affairs organization conssts of the
Collaboration Council (CoCo), the Working Groups, and the Publications Office. The
organization Chart for Collaboration Affairsis shown in Figure 1.3.

Figure 1.3. Organization Chart for Collaboration Affairs

Collaboration Affairs

R. Kron, Spokesperson

Collaboration Council Science Working Groups Publications
J. Frieman, Chair LSS, Galaxies, Quasars, Stars, J. Knapp, Technical Publications
Southern Survey, Solar System, D. Weinberg, Scientific Publications
Reddening, Serendipidity R. Kron, Ombudsman

The Spokesperson is responsible for organizing Collaboration Affairs and selecting the
key personnd. A mgor responsbility of the Spokesperson isto create a hedlthy collegia
environment in which the pursuit of the scientific gods of the SDSS can flourish. Specid
atention is paid to the mentoring of postdocs and graduate students, and to rules governing
graduate student thesesinvolving SDSS data. The principles guiding the work of the
Collaboration are spelled out in the PoO. More specific palicies, eg., on publications,
have been proposed by the Spokesperson for approva by the Management Committee and
the Advisory Coundil.

The Spokesperson arranges for the organization of presentations at the meetings of
professond societiesin the course of discharging his respongbilities for representing the
Survey to the scientific community and for raisng the vishility of the Survey within the
astronomy and physics communities. He consults CoCo on these matters and bringsthem
to the attention of the Management Committee. The Spokesperson has created a
Publications Office for the Survey in order to provide the Collaboration with a meansto
oversee the preparation of technical and scientific publications.

The Spokesperson, with the help of CoCo, solicits offers from Participating Ingtitutions
to hold Collaboration meetings at roughly six-month intervals. The organization and
agenda for each meeting is the responsibility of the loca organizing committee. The
agenda and specid events are reviewed and approved by the Spokesperson in consultation
with the CoCo.



1.5.1. Collaboration Council

The Collaboration Council (CoCo) ass sts the Spokesperson in the management of
Collaboration Affairs. It provides advice to the Spokesperson on al Collaboration matters
including recommendations for policies on publications, scientific representation, and
science projects. The membership consists of one person from each Participating
Ingtitution who is gppointed by the scientist member of the Advisory Council from that
ingtitution. In addition, one of the Externa Participantsis eected by the Externd
Participants to serve on CoCo. The Chair of the CoCo is appointed by the Spokesperson
from its members. The current chair is Josh Frieman.

The Chair of CoCo isresponsble for ensuring that CoCo meets regularly to discuss
matters pertaining to the hedth of the Collaboration and to advise the Spokesperson. He
aso forwards requests for External Participant status to the Management Committee dong
with the recommendation of CoCo.

CoCo isresponsible for reviewing proposas for science projects that include externa
collaborators. Externd collaborators bring specid expertise to a particular project and the
capacity to enable the project so that its results can be published in atimely way. In
exchange for their assistance, externa collaborators are given access to the data
appropriate for the specific project and become digible for authorship on research
published by the project team.

CoCo is responsible for organizing and conducting the eection of the Spokesperson.
The election is conducted three months before the expiration of the term of the current
Spokesperson. The Director will appoint an acting Spokesperson in the event the
Spokesperson resigns or becomes unable to serve and will request that CoCo conduct an
election for a new Spokesperson.

1.5.2. Working Groups

The Working Groups (WG) fecilitate the work on Key Projects and the science goals of
the survey. The Collaboration and the Working Groups are organized to dlow individua
scientits agreat ded of freedom in pursuing their scientific projects. For example, any
participant may join in any project. Working Groups (WG) were formed to address
specific topics, including large scale structure, clusters, galaxies, quasars, sars,
serendipity, southern survey, reddening, and solar system. The Director, on the
recommendation of the Project Scientist and the Spokesperson, may create a new WG or
dissolve an exigting WG. The WG are responsible for defining Key Projects, which
collectively define the Core Program of the SDSS. The WGs are to consider the complete
flow of data relevant to each WG from the CCD's through cdlibration to find publication.

A WG may propose improvements to the Project Scientist for calibration processes,
anaysis software, data processing software, and data distribution processes to the
Collaboration. These requests will be reviewed by the Project Scientist and the Project
Manager in the course of formulating recommendations to the Director for changesto
Science Requirements or to the scope of work specified in the Work Breakdown Structure,
when such changes are necessary.
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The Project Scientist and the Spokesperson will prepare a charge for each WG. The
Spokesperson is responsible for providing the charge to the WGs and to review their
activities from time to time. The Director will gppoint the chairs of the Working Groups
for afixed term. When achair of aWG is not filled, the Spokesperson will propose names
to the Director for the chair of a WG, and when appropriate co-chairsfor aWG. The
Spokesperson and the Working Group Chair will appoint members and leaders of the
science team for each Key Project.

1.5.3. CoreProgram and Key Projects

The Working Groups are responsible for defining the Key Projects and their scope. The
Project Scientist will review the scope of each Key Project. Key Projects are presumed to
condtitute the Core Program of the Survey. The WG chairs will propose specific criteria
and procedures to select Key Projectsto the Project Scientist for his consideration.

The WG chairswill propose team members and leaders for each Key Project for
congderation by the Spokesperson. While the salection should be based on achieving the
scientific gods of the Key Project, recognition should be given to those who have made
magor contributions to the SDSS. The Spokesperson will assure that an appropriate balance
is struck between the number of junior and senior members on each Key Project team.
Membership on aKey Project is open to dl Participants who wish to participate in agiven
Key Project. The Spokesperson will collect and organize the Key Projects, ensure that the
guidelines described above have been followed, and adjudicate disputes. If he/she judges
that aWG has not developed an adequate set of Key Projects, he/she may recommend that
the Director augment the list of Key Projects and solicit interest from Participants in the
formation of additiona teams. The Spokesperson will bring any inditutiona issues, such
as adequate representation of ARC and MOU Participating Ingtitutions on the Key Projects
and Working Groups, to the Management Committee for resolution.

1.5.4. Publication Office

The Spokesperson crested the Publications Office to provide a means to disseminate
scientific results in draft form to the collaboration. This enables review of the scientific
content of draft papers. The Spokesperson gppointed David Weinberg as the publication
coordinator for scientific publications and JilI Knapp as the publication coordinator for
technicd publications. The Spokesperson maintains aweb page on www.sdss.org listing
al published papers and papers approved for publication in refereed journas. These papers
include papers posted on astro-ph and conference proceedings. A separate, internal web
page, ble only to the Collaboration, is maintained for work in progress prior to its
acceptance for publication. Policies and procedures for the publications are posted on
www.sdss.org. The Ombudsman, Richard Kron, is responsible for resolving conflicts that
arise on matters related to publications when they are brought to his attention.
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SECTION 2. Work Plan and Cost Estimate

2.1. INTRODUCTION AND OVERVIEW

This section presents the scope of work and cost estimate to carry out the 5-Y ear
Basdline Survey. Thework plan is organized by a Work Breakdown Structure (WBYS),
and the tasks have been distributed amongst the Participating and Member Ingtitutions
based on logistics, skill requirements, and resource availability. The WBS structure has
many branches, some of which extend out eleven leves, tasks a the lowest leve of each
branch are tracked in the SDSS Operations Schedule. Tracking costs to such low levels
is unnecessary and would require a complicated accounting structure. We have avoided
this by organizing the project budget into a Cost Control Structure (CCS) that has a one-
to-one mapping of the WBS, to level 4. Leve 5 of the CCS corresponds to agreements
with Participating Indtitutions for well-defined tasks within each level 4 dement. This
alows usto track costs at the level at which work is assigned to the Participating
Ingtitutions and defined through forma agreements with ARC.

The mgor ddiverables of the SDSS consst of two data sets: a cdibrated five-color
digital image of the Northern Galactic Cap and the Southern Outrigger Stripes; and the
spectra of objects selected from the five-color image. These two data sets are organized
into data products as described in the SDSS Archive Distribution Plan'. The data
products are distributed to the astronomical community through the SDSS website
(www.sdss.org) and the Space Telescope Science Ingtitute (STScl) website
(www.gtsci.edu). Datathat has not been fully cdibrated and vaidated are available to the
SDSS Caollaboration through the SDSS web site.

Web-based interfaces to the Data Archive Server, the Catdog Archive Server, and the
skyServer provide access to the data. The Data Archive Server provides accessto the
atlasimages, spectra, corrected frames, compressed sky map, masks, and calibration data.
The data for each object is on disk and may be retrieved through a web interface adapted
from the STScl Multi-Mission Archive (MAST). The Data Archive Server provides the
capability to download data on objects by RA, DEC, and object identification number to
dorage at the user’ singtitution for subsequent use. The Data Archive Server dso
provides detailed supporting documentation for the data products and the SDSS project.
The Catalog Archive Server provides access to the full object catalog and enables the
user to carry out complex queries over al of the output quantities of the photometric and
spectroscopic pipelines, plus the calibration parameters used in the processing. These
queries are enabled through a Java-based query tool usng a query language smilar to
standard SQL, but with some astronomy- specific extensons. Both the Data Archive and
Catalog Archive serversrely on acommercid object-oriented database. The skyServer is
built in the Microsoft Windows environment, usng Microsoft's SQL Server database,
and offers an interactive web-based interface that provides an integrated navigation of
both images and the catalog. It provides access to the full object cataog, with redshifts
and spectrd lines, and afull set of color images in compressed (JPEG) format, plus GIF
images of al of the spectra. The skyServer was jointly developed as a separate project by
the Microsoft Bay Area Research Center (BARC) and JHU, with the god of developing
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an interface that would provide easy-access to the SDSS data by the K-12 audience and
the generd public. Since it possesses features that might be useful to astronomers, it was
included with the Early Data Release. Fermilab is providing support for the
implementation of the skyServer and has made it available to the public through the
SDSSweb dte. To date, the development and implementation costs have been borne by
BARC, JHU, and Fermilab.

The three systems that produce and distribute the SDSS data sets are the Observing
System, the Data Processing System, and the Data Distribution System. Thefirst two are
operational and have been used to obtain and process data. The work required to bring
the operating efficiency and performance specifications of the Observing Systems and the
Data Processing System to the level required for five years of sustained operation will be
completed in early 2002. Beyond that, it is anticipated that further improvementsin the
operationa efficiency of these sysemswill be made based on the experience of carrying
out the survey. The development of the final photometric cdibration system is scheduled
for completion in mid-2002. When complete, the photometric system will define the
survey cdibration procedures and be used to cdibrate the imaging data.

Theinitid data distribution system is a pioneering effort and its development is not
complete. It will be upgraded as astronomers gain experience and propose
improvements. We anticipate that improvements will be made between June 2001, the
time of the Early Data Release, and January 2004, the time of the second data release.
Roughly 50% of the entire SDSS Data Archive will be released to the astronomy
community & thet time.

The principal method of digtributing the SDSS data products will be through the
Catalog Archive and Data Archive Servers, which are ble through the Internet.
The Catadog Archive Server and Data Archive Server at Fermilab have been |oaded with
imaging data obtained during commissioning that meet survey requirements. This data
s, which isreferred to as the Early Data Release, consists of somewhat more than 500
sguare degrees of imaging data and 50,000 spectra. It provides the collaboration and the
agtronomy community with alarge, uniformly processed and cdlibrated data set for end-
to-end tests of the data. The collaboration will dso test the performance of the user
interfaces and verify the quaity assurance tools thet are currently available. The
feedback from the end-to-end tests using this data set will be used to specify the find
changes in the pipeinesin the summer of 2001. The experience of the collaboration with
the user interfaces and the servers will be used to improve these systems for subsequent
data releases.

Details and the schedule for data releases to the SDSS collaboration are described in
the SDSS Archive Digribution Plan. The Early Data Release was fully updated in the
second quarter of 2001 and distributed smultaneoudy to the collaboration and astronomy
community in June 2001. Over the ensuing Sx months, the efficacy of the data servers
and the other data products will be fully evauated by the collaboration and the
community. It isexpected that performance enhancements to the data servers will be
incorporated in the last quarter of 2001. The scope of these enhancements will depend on
the avallability of funding for thiswork.
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In the third quarter of 2001, the data servers and the other data products will be
updated with al the data obtained prior to July 2001, and distributed to the collaboration.
The July 2001 data set will be reprocessed and the best available quality cdibrations will
be applied uniformly to dl of the data. 1t is anticipated that the experience that the
collaboration gains using this data sample and the associated data products will be used to
improve the data servers tha were made available to the astronomy community in June
2001. After thefdl of 2001, datareleases to the collaboration will be made twice per
year (in the soring and fdl).

The SDSS Archive Digribution Plan dso includes details and the schedule for data
releases to the astronomy community. As noted, the EDR to the astronomy community
occurred in June 2001. The EDR used the best cdibrations available at the time of the
release and contains some data that does not meet survey requirements. Thefirst release
of survey qudity data to the astronomy community is scheduled to occur in January
2003. It will consst of data obtained prior to July 2001. After January 2003, additional
datawill be released to the astronomy community approximately once ayear. Thefind
release, with find cdibrations will be made in July 2006.

The Observing phase of the Survey is scheduled to end on June 30, 2005. At that
time, the support for Observing Systems, Observatory Support, and the maintenance of
the data processing pipdineswill end. The Fermilab Data Processing Team will
complete thefinal processing of dl data and will deliver it to the Space Telescope
Indtitute (STcl) in time for the find release date of July 2006. Thiswill be anin-kind
effort that is not included in the 5-year Basdline Survey budget.

The SDSS and STScl have developed a plan for the long-term maintenance and
digtribution of the SDSS Science Archive. The intent isthat the STScl will become the
long-term steward of the SDSS Data Archive. Details of the arrangement are described
in the SDSS Archive Didribution Plan. The STScl will require additiona funding from
NASA to accomplish the full execution of this plan beyond the EDR. The STScl has
requested the required funding from NASA to support the distribution of the SDSS
Archive through 2005. The plan isto request additional funds from NASA for the
maintenance of the SDSS Archive after 2005, when the SDSS may no longer be able to
assist the STScl. While NASA is supportive of this request, they have not awarded the
fundsto STScl.

In the fdl, the Northern Galactic Cap is not visble from APO. During this period of
the year, obsarvations will continue with the same equipment thet is currently inuse. The
plan is to observe three ssgments of the fall sky. The two outrigger stripes will each be
observed once. The central segment, which lies on the Ceegtid Equator, will be observed
many times. The software needed to properly exploit multiple images of the sky has not
been developed and the cost to undertake this development is not included in the cost
estimate presented in this document, nor has the cost to develop the serversto distribute
multiple images to the community been included in this plan. ARC plansto seek
additiona funding to support the processing and distribution of the data from each fdll
observing season obtained between October of 2002 and April 2005. The proposal for
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additiond funding may aso include arequest for funds to continue observing through the
late spring of 2006, since the 5-year Basdline Survey does not completely achieve the
origina goas of the SDSS. At present, ARC is consdering submitting such a proposa to
NASA or a private foundation.

Finaly, snce a consgderable effort has been expended in congtructing and
commissioning the 2.5-m telescope and its instruments, ARC intends to carefully
congder its exploitation before making adecison on itsfuture. During 2001, ARC
expects to develop a plan for the utilization of the SDSS Observing Systems for the
period beyond April 2005.

2.2. COST BAS'SAND REPORTING FOR SURVEY OPERATIONS

The budget for Survey Operations is an estimate for operating an aready- constructed
sysem. A period of intense commissioning and devel opment, which extended from
March 1999 through March 2000, preceded regular operations and regular data collection
and processing operations began in earnest in April 2000. Thistwo-year period provided
project management with the experience to determine the Sze and skills of the work force
required to sustain steady- state operations. It also provided the knowledge to define the
tasks to meet Survey Requirements.

The cost estimate for the 5-Y ear Basdline Survey was prepared using a bottoms-up
gpproach that took advantage of the experience gained during the past two years of
commissioning and operations. All known tasks required to complete the Survey were
incorporated into the Operations WBS. Specific respongbilities, and deliverables, were
then assigned to groups at the Participating Ingtitutions. These groups then determined
the resource requirements, devel oped cost estimates and schedules for thelr tasks, and
submitted them to the Project Manager for his consderation. In nearly al cases,
personnel costs are based on current sdlaries of the individuas who will do the work and
they have been working on the SDSS for the past two years. In those instances where the
work has not been assigned to a specific individua,, the personndl costs have been
estimated by using the average sdary for the gppropriate job classfications a the
indtitutions where the work will likely be assgned. Time estimates for routine operations
and maintenance tasks are based on the experience obtained in the past two years.
Procurement, fabrication, and ingtalation costs are based on solicited quotations or
careful estimates based on prior experience. Cost estimates for the individua tasksin the
WBS were incorporated into the SDSS Cost Control Structure (CCS) and provisonaly
assgned to an SSP. Tasks are assgned to the ingtitutions working for the SDSS and the
scope of work, schedule for deliverables, and the budget are defined in written
agreements between ARC and these indtitutions. These agreements are called SSPs,
which stands for Sky Survey Project. Each SSP has a unique identification number. The
scope of work, budget, and schedule for deliverables for each SSP are determined
through a negotiation with the Project Manager and the indtitutiond contact responsible
for managing the SSP,; the latter isreferred to as the SSP Manager. The SSPsarerevised
annudly a the beginning of the fourth quarter. Based on the negotiated budgets and
scope of work, the Project Manager assembles the draft annual budget, updates the cost
estimate for the 5-Y ear Basdline Survey, and presents these to the Director and Project
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Scientist for review. Once accepted, the Director presents the proposed annual budget to
the Advisory Council for their consderation. The Advisory Council submits the budget
with its recommendations to the Board for their consderation.

Table2.1. SDSS Cost Control Structure (CCS)

10 SloanDigital Sky Survey
11 Survey Management
111 ARC Administration
SSP51 — ARC Secretary Treasurer
SSP34 — ARC Business M anager
112 Officeof the Director
SSP60 — UW Support for Survey Management
SSP9la-— Support for Public Affairs
113 Office of the Project Scientist
SSP46 - Princeton Office of the Project Scientist
SSP62 - JHU Software Testing and Validation
SSP63 — UW Software Testing and Validation
114 Officeof the Project Manager
SSP48 — Fermilab Support for Survey Management
SSP59 — JHU Support for Survey Management
115 Scientific Spokesperson
SSPA7 — UC Project Spokesperson (1998-2001)
SSP65 — UC Scientific Spokesperson (2001-2003)
SSP91b — Future Spokesperson Support
12 Collaboration Affairs
SSP91c - ARC Support for Collaboration Affairs
13 Survey Operations
131 Observing Systems
SSP42 — FNAL Observing Systems Support
SSP61 — FNAL Observing Programs and DA Support
SSP31 - UW Observing Systems Support
SSP32 — PU Observing Systems Support
SSP36 — JHU Observing Systems Support
SSP50 — JHU Photometric Telescope Commissioning
SSP33 — UC Observing Systems Support
SSP58 — LANL Observing Systems Support
SSP66 — JPG Observing Systems Support
SSP91d — ARC Observing Systems Support
132 DataProcessing and Distribution
SSPA0 - FNAL Software and Data Processing
SSP38 — PU Software and Data Processing Support
SSP39 — UC Software and Data Processing Support
SSP57 — USNO Software and Data Processing Support
SSP54 — JHU Photometric System Definition
SSP41 — | AS Photometric System Definition
SSP64 — NY U Photometric System Definition
SSP37 - JHU Data A rchive Development and Support
1.3.3 Survey Coordination
134 Observatory Support
SSP35— APO Observatory Support
14 ARC Corporate Support
SSP9le - Corporate Support
SSPI1f - Additional Scientific Support
15 Management Reserve
SSPI1 - Management Reserve
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Each SSP Manager submits a progress and budget report to the Project Manager, which
describes the work completed in the preceding quarter, work planned for the coming
quarter, actual costsincurred in the preceding quarter, and arevised forecast for the
remander of the calendar year. Since reports from the univeraty financid systems tend to
lag actual expenses by as much as two quarters, the Project Manager and the ARC
Business Manager consult extensively with departmental budge officers to obtain accurate
forecasts. The Project Manager uses this information to track and report on performance
againgt the budget and report the project performance in the SDSS Quarterly Report. Any
magor change that sgnificantly affects the annual budget of the SSP or increases the cost to
complete the five-year Survey is submitted to the Change Control Board for action. Action
Isin the form of recommendations to the Director.

The budget for the 5-Y ear Basdline Survey is presented in Table 2.2. It should be
noted that Since survey operations started in April 2000, the budget for the year 2000
covers the 9-month period from April through December 2000, and the budget for 2005
covers the 6-month period from January through June 2005.
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Table 2.2. Estimated Cost of Survey Operations ($K)

Calendar Year 2000* 2001 2002 2003 2004 2005 2 Total
1.1. Survey Management
1.1.1. ARC Administration
ARC Secretary/Treasurer 14 19 18 20 20 5 96
ARC Business Manager 39 55 56 58 60 15 283
Qb-total ($K) 53 73 74 78 81 21 379

1.1.2. Office of the Director

UW Support for Project Management 3 A4 0 0 0 0 3
ARC Support for Public Affairs 0 0 25 31 32 25 114
Sib-total ($K) 3 25 31 32 25 17
1.1.3. Office of the Project Scientist
PU Office of the Project Scientist 80 51 121 58 40 6 357
JHU Photometric System Definition 23 28 0 0 0 0 51
IAS Photometric System Definition 9 0 0 0 0 0 9
NY U Photometric System Definition 0 19 4 0 0 0 2
UW Support for the Project Scientist 2 0 0 5 6 1 14
Sib-total ($K) 114 97 125 64 46 8 453
1.1.4. Office of the Project Manager
FNAL Support for Survey Management 144 233 208 208 210 108 1112
JHU Support for Survey Management 39 0 0 0 0 0 39
Sib-total ($K) 184 233 208 208 210 108 1151
1.1.5. Scientific Spokesperson
UC Spokesperson (1998-2001) 15 17 0 0 0 0 32
UC Spokesperson (2001-2003) 0 0 14 0 0 0 14
ARC Support for Project Spokespersor 0 0 0 23 24 6 53
Sib-total ($K) 15 17 14 23 24 6 9
Survey Management Sub-total ($K) 363 21 445 405 393 168 2,200
1.2. Collaboration Affairs
ARC Support for Collaboration Affairs 0 0 16 16 16 17 65
Collaboration Sub-total ($K) 0 0 16 16 16 17 65
1.3. Survey Operations
1.3.1. Observing Systems
FNAL Observing Systems Support 421 664 686 338 335 166 2610
FNAL Obs. Programs and DA Support 19 208 220 199 131 68 846
UW Observing Sy stems Support 232 331 325 346 335 123 1,692
PU Observing Systems Support 103 143 79 85 60 8 ar7
JHU Observing Systems Support 60 88 32 33 A 8 255
JHU PT Commissioning 127 42 0 0 0 0 169
UC Observing Systems Support 82 45 23 1 1 0 152
LANL Observing Systems Support 264 210 231 119 92 0 916
JPG Observing Systems Support 57 40 40 40 40 10 227
ARC Observing Systems Support 0 86 175 88 0 14 542
Sib-total ($K) 1455 1,856 1812 1,249 1117 397 7,836
1.3.2. Data Processing and Distribution
FNAL Software and Data Processing 793 1,046 1124 1164 119 574 5,896
PU Software and DP Support 258 273 203 188 173 5 1,099
UC Software and DP Support 86 70 37 33 39 20 291
USNO Software and DP Support 147 113 116 120 124 64 634
JHU Software Validation & Testing 0 14 31 0 0 0 45
UW Software Validation & Testing 0 50 61 0 0 0 11
JHU Data Archive Dev and Support 142 191 197 203 110 57 900
Sib-total ($K) 1426 1,757 1,770 1,713 1,640 720 9,025
1.3.3. Observatory Operations
APO Observatory Support 874 1317 1,360 1,400 1442 741 7134
Sub-total ($K) 874 1317 1,360 1,400 1442 41 7134
1.3.4. Survey Coordination 0 0 0 0 0 0 0
Sib-total ($K) 0 0 0 0 0 0 0
Survey Operations Sub-total ($K) 374 4,929 4,942 4,363 4,200 1,858 24,046
1.4. ARC Corporate Support
ARC Corporate Support 107 88 70 68 7C 12 415
ARC - Additional Scientific Support 114 0 18 106 109 84 429
Corporate Support Sub-total ($K) 221 83 83 173 179 % 845
1.5. Management Reserve ® 0 170 200 360 366 179 1,275
Totd ($K) 4343 5,608 5,691 5317 5153 2318 28430
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2.3. WORK BREAKDOWN STRUCTURE

The SDSS Operations WBS is organized to identify the effort, deliverables, services,
and facilities necessary to successfully complete the Survey. The WBS is used to
identify organizationd and individud responghilities for the various work elements and
integrate project scope, cost, and schedule. Table 2.3 presents the organization of the
SDSS Operations WBS to leve four. The complete WBS can be found on the SDSS
webgte (Www.sdss.org) or accessed directly at:

(http://tdserver1.fnal .gov/sdss/'schedule/SDSS OPS WBS.pdf ).

Table2.3. Leve Four SDSS Operations WBS

1.0 Soan Digita Sky Survey
11 Survey Management
1.1.1 ARC Adminigtration
1.1.2 Office of the Director
1.1.3 Office of the Project Scientist
1.1.4 Office of the Project Manager
1.15 Scientific Spokesperson
1.2 Collaboration Affairs
1.2.1 Callaboration Council
1.22 Working Groups
1.2.3 Publications
1.3 Survey Operations
1.3.1 Observing Systems
1311 25meter Telescope
1.3.1.2 Imaging System
1.3.1.3 Spectroscopic Systems
1.3.1.4 Photometric Telescope
1315 Observing Aids
1.3.1.6 DataAcquisition
1.3.2 DataProcessing and Distribution
1321 DataProcessing
1.3.22 DataDistribution
1.3.3 Survey Coordination
1.3.3.1 Survey Strategy Tools
1.3.3.2 Survey Planning
1.3.4 Observatory Operations
1.34.1 Ste Adminigtration
1.3.4.2 Obsearving Operations
1.3.4.3 Observatory Support
1.3.5 Remaining Construction Tasks
14 ARC Corporate Support
141 Corporate Support
1.4.2 Additiond Scientific Support
143 Capita Improvements
1.5 Management Reserve

19



The Operations WBS was established to capture the tasks for operations and the
limited set of improvement projects required to engble the survey systems to meet Survey
Requirements. A congtruction WBS was used to manage the construction and
commissioning phases of the Survey. It included al of the ddliverables required to
develop the hardware, software, and facilities required for survey operations. The
congtruction WBS was closed out on March 31, 2000 as the Survey moved from
construction to fina commissoning and operations. The Operations WBS defines the
maintenance and support tasks that define the steady-date leve of effort and materids
and services costs necessary to maintain the equipment; and support observations, data
processing, and data digtribution. The budgeted leve of effort for maintenance and
support is based on the operating experience gained during the last year of
commissioning and theinitid year of survey operdions.

It dso includes alimited set of improvement projects that must be executed in order
to bring performance into compliance with survey requirements. The work in each of
these tasks is organized as a separate project with well-defined deliverables and
schedules. The respongibility for completing each project is assigned to a specific
individud. Problemswith existing sysems are identified by members of the scientific
and technical gaff and filed in the ontline SDSS Problem-Reporting Database. Problems
are then discussed in the gppropriate SDSS tel econference and an individua is given an
action to resolveit. If the resolution requires the definition of anew project, it is
submitted to the Project Scientist and Project Manager for consideration and approval.
New project requests may be submitted in the form of change-requests filed in the SDSS
Problem: Reporting Database or through e-mail messages to the Project Scientist or
Project Manager. When new project requests are received, the Project Manager consults
with the Project Scientist to determine if the new project is necessary. If so, the Project
Manager works with the appropriate individuas to develop a cost and schedule estimate.
Once the cost and schedule estimate is prepared, it is reviewed againgt the current budget
and schedule to consider if, when, and by whom the work will be done. New project
requests with an estimated cost in excess of $3K are submitted to the SDSS Director for
approva before they are incorporated into the WBS and work plan.

An important eement of the gpproval processisto prioritize new work against the
exiging plan. The following criteria are used to prioritize new projects.

1. Projectsthat are required to mitigate a serious personnel safety concern receive
the highest priority and are assgned and integrated into the schedule as soon as
possible. These projectswill interrupt operations if continuing operationsis
judged unsafe. We believe that dl safety projects are complete. However,
periodic externa safety reviews, which are arranged by the Site Operations
Manager to ensure a safe work environment, may uncover the need for additiond
work. If one of these reviews reveds a problem that is accepted by the Site
Operations Manager, it will be incorporated in the WBS.

2. Projectsthat address serious equipment protection issues or are needed to
maintain the availability of critical systems are given second highest priority. An
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example of an equipment protection issue faced in 2000 was the need for a safer
way to handle the spectroscopic corrector lens. Because of a near-missincident,
we initiated anew project to build a safe storage house and a handling cart
dedicated to the lens. Asof thiswriting, al Priority 2 projects are complete.
Priority 2 projects may cause the suspension of norma operaionsif it judged that
serious damage to observing systems could occur if operations continued.

. Projectsthat will bring a system or sub-system into compliance with the SDSS
Science Requirements, or with functional performance requirements flowing from
the Science Requirements, recelve third priority. Two mgor Priority 3 projects
are currently underway. Thefirgt project will improve the therma environment
around the telescope, which is the mgor reason why image qudlity isfailing to
meet survey requirements. Measurements of the therma environment made
around the telescope in mid-2000 with an infrared camera showed that the
telescope and its immediate environment were much hotter than planned. A
thermometer system ingtaled in the last two quarters of 2000 confirmed that the
mirror was severa degrees centigrade warmer than the ambient air. Additiondly,
ventilation measurements through the primary mirror cell indicated thet the mirror
ventilation system was not working as designed. The combined effect of these
problems isthat the telescope and mirrors begin the night many degrees above
ambient and do not reach thermd equilibrium with the night air until late into the
night. Asaresult it was not possible to acquire good imaging data during the firgt
half of cold winter nights and so we have embarked on a series of tasksto
improve the therma environment and the performance of the mirror ventilation
system. Asof thetime of the revison of this document, the problem ismuch
improved.

The second Priority 3 project is the development of a photometric cdibration
system that can meet the photometric accuracy requirements described in the
Science Requirements. Thiswork began in earnest in the summer of 2001, when
it became clear that the requirements were not being met. A “tiger team” was
gppointed by the Director and the Project Scientit to investigate the photometric
procedures and programs independently. Early results are favorable, but it is
expected that thiswork will require at least another year of effort to redly
understand how well we are doing over the sky and whether we can in fact meet
our specifications. Thefirg of these projectsis directed by Jm Gunnin his
capacity as Head of Observing Systems. The second is under the direct
supervisgon of Jm Gunn in his capecity as Project Scientist. The schedules are
under the direct supervison of the Project Scientist.

. Work that is necessary to improve the efficiency, riability, or robustness of a
system, sub-system, or procedure is ranked fourth in priority. Such work is
undertaken to achieve and/or maintain operating uniformity and/or efficiency
gods. Animprovement in the efficiency of survey operations can increase the
area of sky that can be observed. Inefficient data processing can delay the
timeliness with which datais processed. If processed data were not available for
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target sdlection it could delay the preparation of plate drilling files, and lead to an
inadequate inventory of plates at the Observatory. An example of a Priority 4
engineering project is the telescope counterweight upgrade planned for 2001. The
counterweight drive assembly has aweak component (a drive nut) that has failed
more than once. Whilethe repair only takes afew hours, the repair activity takes
resources away from other work. More importantly, failure of the drive assembly
during an observing night could keep the counterweight assembly from working
properly, which would mean that the telescope could not be properly baanced
should an instrument change occur.  Ultimatdly, this trandaesto lost time on the
sky. An example of aPriority 4 data processing project isthe “automation” of the
data processing operation at Fermilab. A dgnificant effort is underway to
automate data processing, quaity assurance testing, and the loading of the
Operationa Database and the data servers. These improvements will ensure that
dataiis processed quickly, that the processed data meets survey qudlity
requirements, and that it will be loaded into the Operationa Database and the data
servers promptly, thereby making it available for use for target selection, plate
drilling, and vaidation tests on schedule.

Since scheduled observations and data processing can be disrupted by priority three
and four projects, dl of the projects that can disrupt operations are reviewed by the
Project Manager and Project Scientist. If the disruption is significant, they are considered
by the Change Control Board and its recommendation submitted to the Director for
gpprova. After new projects are approved, they are prioritized and assigned to an
organization and individua, added to the Operations WBS, and integrated into the project
schedule. Ingtitutiona budgets are adjusted to fund a new project whenever the new
project reflects a change in the scope of work that was defined in the original agreement
between the indtitution and ARC. Funding for new projects must come from within the
goproved annua operating budget, either by postponing planned lower priority work, or
by tapping the management reserve that is controlled by the Director. The latter will
occur only when the funds required for new work cannot be re-distributed amongst the
dlocated inditutiona budgets.

The WBS is defined by five top-level dements. Survey Management, Collaboration
Affairs, Survey Operations, ARC Corporate Support, and Management Reserve. The
following sections describe the various ements within the WBS.

2.3.1. Survey Management

The organization of work and costs associated with the management and oversight of
the project are captured in WBS dement 1.1, Survey Management. The following
sections briefly describe the organization of work. Descriptions of the roles and
respongbilities of each position can be found in Section 1, Management and Oversight.
Thetotal budget for Survey Management is $2,274K of the totd cost estimate of
$28,430K for the 5-Y ear Basdine Survey.
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2.3.1.1. Survey Management WBS

WBSdement 1.1.1: ARC Administration

The WBS for ARC Adminidration is where sdary, travel, supply, and administrative
support costs for ARC corporate personnel such as the Secretary/Treasurer and the
Business Manager are captured.

WBS dement 1.1.2: Office of the Director

The WBS for the Office of the Director captures the work and costs associated with
the work performed by and for the Director. The Director is responsible for organizing
and directing al aspects of the Survey, including the appointment of key personnel and
the obtaining of funds to complete the Survey on behdf of ARC. The salary for the
Director is provided by Fermilab as an in-kind contribution and its value is not included
in the cost estimate for the 5-Y ear Basdline Survey.

The Director may request additiond support for survey management from one of the
Participating Indtitutions. When this occurs, the level of support is defined by written
agreement between ARC and the indtitution performing the work and the funds necessary
to support thiswork alocated accordingly. The work and costs for the additiona survey
management support are captured under the Office of the Director.

The WBS for Public Affairs, which captures the work and costs associated with
education, public information, and outreach are contained in the WBS for the Office of
the Director. It includes the development and maintenance of the SDSS web site
(www.sdss.org). Thisweb ste will serve asaportd to the SDSS Data Archive for the
collaboration and astronomy community. Public Affairs dso includes the cost of
building and gtaffing of exhibit booths at American Astronomica Society (AAS)
meetings and travel support for SDSS speakers invited to present SDSSresultsat AAS
mesetings. These booths provide aflexible way to digtribute current informetion about the
project to the astronomy community.

WBS dement 1.1.3: Office of the Project Scientist

The WBS for the Office of the Project Scientist captures the work and costs
associated with work performed by the Project Scientist and his Deputy. Thisincludes
maintenance of the SDSS Science Requirements document and oversight of the lower-
level requirements and specifications documents that flow from the Science
Requirements. The Deputy Project Scientist is responsible for developing and executing
tests to evauate the ability of equipment and software to meet the scientific requirements
of the Survey. The Deputy is responsible for generating reports that summearize test
results and recommend remedia action when system performance could compromise
science goals.
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The Project Scientist tracks the progress made on the critical hardware and software
systems that need to improve before they can be certified as meeting the Science
Requirements. Theitems on the list fal into severd categories, the most important of
which are:

1. Image qudity — The therma environment around the telescope is the principle reason
that the image qudity fails to consstently meet the image qudity requirement of 1.2
FWHM. The Project Scientist made a proposd to temporarily relax the seeing
requirement until the therma environment could be improved such that the seeing
requirement can be regularly met. A concentrated engineering effort is underway to
eliminate or relocate heat sources, improve the enclosure cooling system, and
improve the telescope primary mirror ventilation sysem. Preiminary results are
encouraging and show that the image qudlity requirements will be achievable once
the therma issues are properly addressed and managed.

2. Survey Efficdency — The efficiency of survey operations directly impacts the area of
sky that can be observed and the timeliness with which data is processed and |oaded
into the Operationa Database and the data servers. Performance metrics are used to
closely monitor the efficiency of observing operations at APO and data processing
operations at Fermilab. The information from the monitoring is used to focus effort
on areas where improvement is needed. Sufficient quaity assurance (QA) testing of
the processed data has been identified as a weakness in the data processing operation.
Development of quaity assurance testsis now the focus of an intense effort by the
data processing team a Fermilab and the programmers of the individua pipelines that
processthe data Working directly from the Science Requirements, they are
developing automated routines that will dlow the data andysts to determine whether
agiven pipdine has successfully processed a given set of data and whether it can be
passed onto the next step in the production process.

3. Photometric cdibration- The scientific requirements on the photometric cdibration
are very gringent and are the focus of agreat dedl of effort by independent teams at
Fermilab and Princeton. Reaching the 2% requirement in ' calibration requires
exquisite care to such matters as subtle atmospheric trangparency fluctuations on
short time scales, theillumination of the flat field of the Photometric Telescope, and
variaions of the point spread function acrossindividua detectors of the 2.5m
imaging camera. Early results from the Fermilab and Princeton teams are promising,
as the outputs from the independent andlyses are producing Smilar results.

The Office of the Project Scientist is responsible for the oversght and coordination of
testing to validate the performance of the data pipeines against written requirements and
to verify the scientific integrity of the SDSS data products. Now that the pipeines have
become stable, some of the pipeline developers have shifted their efforts to the
development of quality assurance tools that will be used during data processing to
continuoudy monitor the quality of the SDSS data products. In the course of developing
these toals, the developers will be assessing the qudity of the pipeline outputs. Members
of the collaboration have aso been engaged to do thiswork. Problems, questions, and

24



inconsstencies brought to light by these efforts will be investigeted in detail by the
hardware and software developers. In some cases, ARC funding is provided to support
the data vaidation work. Such support is gpproved by the SDSS Director and formalized
through written agreements between ARC and the indtitution performing the work.

WBS dement 1.1.4: Office of the Project Manager

The WBSfor the Office of the Project Manager captures the work and costs
associated with project management functions such as work planning, budget and
schedule preparation, cost and schedule control, Survey Operations web Site development
and maintenance, and systems engineering. The Project Manager is responsible for
developing and maintaining the project schedule and determining the schedule
performance of Survey Operations. The Project Manager maintainsthe list of new work
requests until each new project is approved, assgned, and integrated into the overal
project plan; or rgected based on the lack of sufficient justification. Additional duties
and respongibilities of the Project Manager are defined in Section 1.

The WBS for the Office of the Project Manager is where the costs were captured for
the project management support that was provided by Johns Hopkins University prior to
May 31, 2001. Following the creation of the Office of the Project Manager, no
additiona management support from JHU will be required and no funds have been
budgeted for these services.

WBS dement 1.1.5: Scientific Spokesperson

The Scientific Spokesperson is responsible for managing the affairs for the SDSS
Collaboration and representing the SDSS to the scientific community. The duties of the
Spokesperson are described in Section 1. The ARC-funded budget that provides support
for the Scientific Spokesperson isheld in thisWBS eement. The budget provides the
cost of adminigrative support, travel, and supplies needed by the Spokesperson to carry
out the duties of thisoffice. The sdlary of the Spokesperson is provided as an in-kind
contribution and is not included in the cost estimate for the 5-Y ear Basdline Survey.

In the spring of 2001, the Spokesperson position changed from an appointed position
to an elected position with a 2-year term. With the inception of this change, active
participants now select the Spokesperson through an eection in which votes are collected
and talied by the ARC Business Manager. Thefirst Spokesperson election occurred in
July 2001 and the newly dected spokesperson took office on August 1, 2001.

A budget has been established to provide for Spokesperson support through the end
of the observing period. Thisbudget is held in the ARC corporate account, under the
section “ Support for Scientific Spokesperson.” On an annud badis, the level of ARC-
funded support for the Spokesperson will be negotiated and then defined through a
written agreement between ARC and the Spokesperson for the coming year. Once the
level of support is defined, the funds for that support will be dlocated from the ARC
support budget to the Spokesperson’ singtitution through aformal agreement (SSP).
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2.3.1.2. Ingitutional Support for Survey M anagement

ARC Adminidration

The SDSSis managed by ARC, a non-profit research corporation. Oversight of ARC
operations is achieved through the Board of Governors, and the Board of Governors has
delegated the management and oversight of the SDSS to the Advisory Council (the
Council). Membership on the Council has been granted to those indtitutions that have
made sgnificant cash or in-kind contributions toward the construction, commissoning,
and operation of the SDSS. ARC has obtained funding for the SDSS from federd,
private, and internationa sources. These funds are administered by the ARC Secretary/
Treasurer and the ARC Business Manager. They disburse the funds through the formal
work agreements known as SSPs. The SDSS budget supports afraction of the sdaries
for the Secretary/ Treasurer and Business Manager and provides a modest amount for
office support and supplies. The budget for the Secretary Treasurer is established
through SSP21; the budget for the Business Manager is established through SSP34. In
Table 2.2, these budgets have been summed together under the category “ARC
Adminigration.”

Princeton — Office of the Project Scientist

Princeton provides the Project Scientist and Deputy as an in-kind contribution during
the academic year. The ARC budget provides a portion of the summer sary for the
Project Scientist and funds for travel, equipment, and other miscellaneous expenses
accrued in executing the duties of the Office of the Project Scientist. The budget and
scope of work is established in SSP46.

Fermilab — Support for Survey Management

Fermilab provides the Director, the Project Manager, and the staff of the Office of the
Project Manager as an in-kind contribution through a written agreement between ARC
and Fermilab. The Director isrespongble for organizing and directing al aspects of the
Survey. The Project Manager is responsible for developing and maintaining the project
schedule, negotiating and managing the indtitutional work agreements (SSPs), developing
the survey operations budget, and overseeing the Project Office. The budget includes the
vaue of thein-kind salaries of the Project Manager, cost/schedule specidist, and
adminigrative assstant. It aso includes the in-kind vaue of travel and incidentd
expenses associated with survey management activities. The travel codts of the SDSS
Director and Project Manager are partially supported by ARC. The scope of work and
the budget for these tasksis established in SSP48.

Universty of Chicago — Scientific Spokesperson

The first Scientific Spokesperson for the SDSS was Dr. Michael Turner, from the
University of Chicago. UC provided the sdary for the Scientific Spokesperson asan in-
kind contribution from the time that the position was created in January 1998 through
September 2001.  The ARC-funded budget provides partid salary support for an
adminigrative support person; aong with travel and incidental supply cogts for the
Spokesperson. The scope of work and budget for these tasks is established in SSP47 and
provides funds for these tasks through September 30, 2001.
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In July 2001, the SDSS collaboration dected Dr. Richard Kron, from UC, to serve as
Scientific Spokesperson for a 2-year term. UC will provide the sdary for the new
Scientific Spokesperson as an in-kind contribution to the SDSS, beginning in August
2001. The ARC-funded budget will provide partid sdary support for an administrative
support person; aong with travel and incidental supply costs for the Spokesperson. The
scope of work and budget for these tasks is established under agreement SSP65.

Univergty of Washington — Support for Project Management

The Universty of Washington provided limited management support to the Director
through 2000; this work was supported through SSP60. Thiswork has been completed
and no budget is provided after 2000.

Johns Hopkins. Software Vaidation and Testing

Johns Hopkins provides a part-time astronomer to support the vaidation of the
qudity of the processed data and testing the functiondity of the Data Archive Server, and
the Catalog Archive Server and the user interfaces to these servers. The astronomer is
assigted in this effort by two graduate students. The budget provides limited support for
sdary, travel and supply expenses and is established under agreement SSP62.

University of Washington: Software Vaidation and Testing

The University of Washington provides two part-time astronomers to support the
vaidation of the qudity of the processed data and test the functiondity of the Data
Archive Server and the Catalog Archive Server and user interfaces to these servers.
Limited travel and supply costs were provided under SSP31B in 2000. Since the scope of
work was increased substantially in 2001, a new agreement, SSP63, was established to
capture the expanded scope and cost for thiswork for the years 2001 and 2002. The
budget provides limited support for salary, travel and supply expenses. A limited budget
was established to support travel and supply expenses associated with software testing,
data validation, and Working Group support for the period beyond 2003. The scope of
work and budget for al of thiswork is now established under agreement SSP63.

2.3.2. Collaboration Affairs
2.3.2.1. Collaboration AffairsWBS

WBS dement 1.2, Collaboration Affairs, describes the organization of work
associated with collaboration activities such as the Collaboration Council, the Working
Groups, and Publications. Theroles of these organizations are defined in Section 1,
Management and Oversight.

Thereisalimited budget set aside for Collaboration Affairsin the ARC Corporate
budget, snceit is anticipated that funds will be needed to coordinate the scientific effort
of the collaboration, hold collaboration meetings, and provide limited support for travel
for invited speskers when it isin the interest of ARC.
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2.3.2.2. Ingtitutional Support for Collaboration Affairs

Thereisno ARC-funded support for collaboration affairs, beyond that for the
Scientific Spokesperson, dlocated to any of the Participating Ingtitutions. The support
for individuas performing work associated with Collaboration Affarsis provided by
their parent indtitutions as an in-kind contribution to the SDSS.

2.3.3. Survey Operations

WBS edement 1.3, Survey Operatiors, is by far the largest of the three high-leve
work eements and encompasses adl activities associated with the day-to-day operation of
the Survey. The total budget for Survey Operationsis $23,971K out of the $28,430K cost
eslimate for a 5-year Basdine Survey.

Survey Operations includes the Observing Systems, Data Processing and
Distribution, Observatory Operations at Apache Point Observatory (APO), and Survey
Coordination. The data flow through Survey Operationsis shown in Figure 2.1. The
following sections describe these mgor eements and the effort that will be provided by
the various indtitutions supporting Survey Operations.

2331 Observing Syssems WBS

WBS dement 1.3.1: Obsarving Systems

The WBS for Observing Systems captures the work and costs associated with the
equipment that enables the collection of dataa APO. Thisincludesthe 2.5-meter
telescope, the photometric telescope, the imaging camera, the two multi-fiber
spectrographs, the data acquisition system, and dl ancillary equipment associated with
their operation. It also includes the tasks required to fabricate the spectroscopic plug
plates, ship them to APO, provide storage until they are used, and prepare them for
spectroscopic operations at APO. It also includes the tasks for unplugging the plates and
trandferring them to long-term storage. Work activities for Observing Systemsfdl into
two categories. maintenance/repair and improvements. A hierarchicd sysemisused in
the WBS to identify the engineering, fabrication, implementation, and maintenance tasks
necessary to maintain the telescopes, instruments, data acquisition system, and ancillary
support systems at the leve required to achieve survey godls.

The Head of Observing Systems directs the work of the Observing Sysems
organization and is responsible for ensuring that the observing equipment and systems
meet the Science Requirements and operationa needs of the survey. A preventive
mai ntenance program has been established to ensure system reiability. A spares
inventory will be maintained through the end of survey operations to ensure system
availahility. A configuration management program has been implemented to manage
improvements in a controlled manner and ensure maintainability. A quaity assurance
program is being established to track system performance. The SDSS Problem-Reporting
Database is being used to report and track safety concerns and equipment problems.
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Figure 2.1. Data Flow for Survey Operations.
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Figure 2.2 presents the organization chart for Observing Systems. The Telescope
Engineer, Ingrument Scientist, and staff shown in the Telescope, Instruments, and Plug
Plate Operations (T1P) box comprise the group stationed at APO that is responsible for
maintaining the telescope and instrument systems. They are dso responsible for plug
plate operations at APO. Thisgroup is herein referred to as the Ste technica staff.

Figure 2.2. Organization Chart for Observing Systems
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The specidigtsin the TIP box define the personnel that work part-time for the SDSS
and to whom specific projects are assigned. These projects produce deliverablesthat are
implemented and tested at APO by the specidists in close coordination with the Ste
technicd gaff. Once tested and implemented, the respongbility for maintaining and
repairing these ddiverables is given to the Ste technicd staff.
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The individuds shown in the Observers Programs box are responsible for
maintenance and improvements to the software programs that operate the telescopes and
indruments a APO. Astheseindividuas resde at severd inditutions, the Observers
Programs box defines a coordination mechanism. Chris Stoughton, the Head of Data
Processing and Digtribution, and Scot Kleinman, the Lead Observer, periodicaly review
the status of the Observers Programs, which are described in Section 2.3.3.1.3. The
gaff shown in the box are individudly responsible for one or more of the Observers
Programs. Over time, it isanticipated that the primary responsbility for these programs
will be concentrated in the Integrated System Development Department (ISDD) of the
Fermilab Computing Division.

The individuds shown in the Data Acquistion System (DAQ) box are respongble for
mai ntenance and improvements to the data acquisition system at APO, which is described
in Section 2.3.3.1.4. Don Petravick, the Head of the Data Acquisition System Group, is
aso the Head of the Integrated Systems Development Department (1SDD) of the
Fermilab Computing Divison a Fermilab. The ISDD built and indaled the DAQ
system at APO and is now responsible for it maintenance. The ISDD isassigted in this
respongibility by the APO Computing Systems Manager and the SDSS Instrument
Scientigt, both of whom are stationed at APO and provide the first line of response to
problems and repairs with the system.

2.3.3.1.1. Telescopesand Instruments

Observing Systems includes the tel escopes, indruments, and ancillary systems at
APO that are used to acquire SDSS data. Although dl of the critical systems necessary
to acquire data were operational when survey operations began in April 2000, a number
of engineering tasks remained to complete the less-criticd systems and to bring all
systems into compliance with performance requirements and operating specifications.
Table 2.4 ligs the more significant engineering tasks that were completed between April
2000 and April 2001, thefirst year of survey operations.

Table 2.4. Observing Systems Tasks Completed between April 2000 and April 2001

Month

Task Completed Completed
Imaging camera T-bar latch system installed and tested Apr 2000
Plug plate marking station installed and made operationd at APO Apr 2000
Telescope Performance Monitor redesigned in EPICS May 2000
Duplex air filtersfor PMSSinstalled and tested May 2000
PT Cryotiger compressor recharged Jun 2000
Engineering support building design documents and bid package finished Jun 2000
Enclosure lightning protection upgrades completed Jun 2000
MCP motion control code modified to improve robustness Jun 2000
Windbaffle handling hardware installed and tested Jul 2000
Telescope dtitude and azimuth bump switches ingtalled Jul 2000
Interlock lightning protection upgrade completed Jul 2000
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Table 2.4. (continued)

Month

Task Completed Completed
Northwest fork emergency stop switch upgrade completed Jul 2000
R$A485 drivers and/or receivers for 8MHz circuit replaced Jul 2000
Getter removed from all ten dewars on imaging camera Jul 2000
Cartridge plug plate and dithead covers fabricated Jul 2000
PT primary baffle tube modified Jul 2000
M1 air support system duplex filter installed Jul 2000
Photometric Telescope collimated using APO’ s auto collimator Aug 2000
PT scattered light measurements completed and anayzed Aug 2000
Cartridge cart igloo design drawings completed Aug 2000
Secondary mirror and corrector lens optics measured at Lick Observatory Sep 2000
Windbaffle LVDT replacement transducers installed Sep 2000
Windbaffle azimuth cam followers pinned Oct 2000
Telescope thermometer system electronics installed on telescope Oct 2000
Ground-loop-pump cooling shroud installed Oct 2000
Rotator removed, bearing disassembled and serviced, and rotator re-installed Oct 2000
Primary mirror removed, re-aluminized, and re-instaled Oct 2000
Telescope and windbaffle thermometers assembled and calibrated Oct 2000
M1 linear gage replacement for axia and transverse actuators completed Oct 2000
Spectroscopic corrector cart and storage system fabricated and implemented Oct 2000
Azimuth, atitude, and rotator axis fiducia tables implemented Oct 2000
PT mirror removed, re-duminized, and re-ingtaled Oct 2000
Common corrector cell purge system connected Oct 2000
Camera de-icing heater improvements finished and tested Nov 2000
Windbaffle scattered light baffles installed Nov 2000
Primary and secondary mirror thermometers installed Nov 2000
All cartridge guide fiber orientation ferrulesinstalled and calibrated Nov 2000
New rotator drive motor installed Dec 2000
Telescope dignment clamp compl eted Dec 2000
Enclosure air leaks plugged Dec 2000
Moth and thermal barrier for windbaffle servo amp line filters installed Dec 2000
Lower levd light switches installed Dec 2000
2.5-m telescope enclosure outside stair handrail installed Dec 2000
Windbaffle wind sensors designed and approved Jan 2001
PMSS monitoring system integrated with TPM and tested Jan 2001
Finalized design requirements for instrument latch controller version 2 Jan 2001
PT Cryotiger enclosure heater installed and tested Jan 2001
Telescope windbaffle shock absorbersinstalled Jan 2001
Primary mirror cell and secondary mirror truss thermometers installed Feb 2001
Rotating floor and enclosure hatch door air sealsinstalled Feb 2001
PMSS pump system replaced — new system installed and tested Feb 2001
Primary support structure (PSS) air leaks found and plugged Mar 2001
Telescope analog power supplies replaced with DC/DC converters Mar 2001
Secondary mirror Galil power converter board installed and tested Mar 2001
Spectroscopic Corrector Lens safety latch system installed and tested Mar 2001
Instrument ID switch actuators for cartridges installed and tested Mar 2001
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The first year of operations provided the opportunity to assess systemt-leve
performance againgt requirements and identify areas in which system rdiability and
operating efficiency could be improved. Asaresult, anumber of improvement projects
have been identified that are required to bring the telescope systems into compliance with
performance requirements and specifications such asimage quality, equipment
protection, system reliability, and operating efficiency. These projects are listed in Table
2.5 and planned for completion in 2001 or 2002.

Table 2.5. Observing Systems Improvement Project Milestones, as of September 2001

Target/Actual %
Task Completion Complete
Therma Environment Work (image quality)
Flat field lamp heat remova plumbing installed Apr 50%
Telescope liquid cooling loop ingtalled and tested Apr/May 100%
Windbaffle thermometers installed and tested May/May 100%
Telescope 24 VDC distribution system installed and tested May/May 100%
Enclosure HVAC ductwork modified to reduce stratification May/May 100%
Instrument chiller plenum duct installed to improve inst. cooling May/May 100%
Enclosure HVAC chiller system installed and tested Jun/Aug 100%
Secondary mirror thermal radiation shield installed Jul/Aug 100%
Primary mirror lateral gage power supplies fabricated Jul/Sep 100%
Primary mirror vent tube discs removed to improve air flow Jul/Oct 100%
Telescope drive amplifier replacements complete and tested Jul/2002 0%
Equipment Protection
Photometric telescope mirror handling equipment fabricated Jun/dun 100%
Slip detection system ingtalled and tested Oct 9%
Instrument change interlock system installed and tested Dec 25%
Sysem Reliability
New Photometric Telescope filtersinstalled Jul/dul 100%
Improved primary mirror retainer stops fabricated Sep/Oct 100%
Secondary mirror flexure support system installed 2002 0%
Telescope counterweight system upgrade complete and tested 2002 0%
Cloud camera upgrade complete and tested 2002 0%
Operational Efficiency
Camera safety latch system installed and tested May/dul 100%
Photometric Telescope lower shutter automated and tested Jun/Aug 100%
DIMM telescope mounted on 2.5-m telescope pier Jul/2002 15%
Cartridge cart storage house complete Aug/2002 0%
Plug plate drilling fixture built and put into operation Sep/2002 5%
Spectroreflectometer fabricated and tested Sep 50%
Coordinate measuring machine for plug plate QA upgraded Oct/2002 0%
Planned Maintenance
Photometric Telescope mirrors re-aluminized Jul/dul 100%
2.5-meter telescope primary mirror re-aluminized Oct/Oct 100%
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Many of the tasks completed in 2001 were amed at improving the therma
environment around the telescope, which is affecting observing efficiency and the ability
to achieve the 1.2" seeing requirement for image quality. Thiswork has been organized
intwo phases: the first phase addressed the more obvious problem areas and was
completed during the summer of 2001. Planned Phase | work included completing the
ingdlation of thermometers to monitor telescope temperatures and the ingtallation of
blower fans in the telescope cone to improve airflow through the primary mirror
ventilation sysem. The HVAC ductwork in the tel escope enclosure was modified to
eliminate dratification on the telescope leve that was affecting the therma equilibrium
of the mirror, and an enhanced cooling system was ingtdled in the enclosure to engble
cooling of the enclosure to match outdoor winter temperatures. The scope and detailed
cost of phase two activities will be determined based on the improvements redized asa
result of the phase one work.

Prdiminary flow measurements were made in the lab on a section of mirror cell
comparable to the 2.5-m primary. The purpose of these measurements was to assess the
impact of smdl discs a the ends of the vent tubesin the mirror ventilation system.
Speculation was that the discs were severdly impeding airflow through the mirror.

While laboratory tests have shown this not to be the case, they have aso shown that there
is no digtinguishable difference in airflow when the discs are in place or when they are
removed. Since the discs complicate the ingtallation procedure for the primary mirror,
they were permanently removed when the mirror was removed for re-aluminizingin
October 2001.

New handling hardware for the Photometric Telescope mirror was designed and
ingdled in June 2001, and sgnificantly improves the method by which the mirror is
removed from the telescope for re-duminization. Remaining equipment protection tasks
planned for 2001 include the dip detection and PL C-monitored instrument change
systems. The absence of the these systems is not severe enough to shut down operations,
but their implementation will decrease the risk of damage to the telescope and sub-
systems that could affect operations.

The dip detection system is designed to shut down telescope drive motorsif adrive
capstan dip is detected; it is currently being bench-tested to ensure that it works properly
before being ingtdled on the telescope. The PLC-monitored insrument change system
will monitor the date of the hardware systems during instrument change and will prohibit
undlowable actions that may damage an insrument or telescope sub-system. It was
origindly fdt that a computer-controlled instrument change system was necessary to
provide the proper level of equipment protection during instrument change. One of the
suggestions of the Review Committee from the April 2000 review of Observing Systems
was that the project reconsider the concept of an automated instrument change system.
The concern was that an automated system would add alevel of complexity that may not
be necessary or judtified. In response to this suggestion, the whole concept of the
indrument change system was reviewed in the fall of 2000 by the Project Scientit,
Project Manager, Telescope Engineer, observing staff, and the specidists who built the



interlock system and programmed the telescope motion control computers. From this
review, we concluded that afully automated system would indeed be difficult and costly
to implement, and the limited benefits could not justify the dlocation of resourcesto such
aproject. Instead, we determined that a more appropriate approach would be to modify
the interlock system to prohibit ingppropriate actions during instrument change that could
damage the indrument or telescope sub-systems. A requirements document was
developed to define the functiona requirements and specifications for a PLC-based
indrument change interlock system, and the interlock system is being modified to

achieve compliance with these requirements. The modifications will be implemented and
tested during the fourth quarter of 2001.

Tasks such as the upgrades to the secondary support system, telescope counterweight
system, and Cloud Camera, are planned to improve system performance and reliability,
which trandates directly to observing efficency. Maintaining system redliability is criticd
to our ability to meet the observing efficiency specification for equipment uptime.

The Telescope Engineer is responsible for scheduling the re-aduminization of the
telescope mirrors, including remova of the mirrors and preparation for shipping, and
reingtalation into the telescopes after duminizing. The Deputy Site Operations Manager
coordinates auminizing schedules with the Telescope Engineer, secures vendors for the
auminizing work, oversees transport of the mirrors to and from the vendor, and oversees
the actua duminizing process.

The Head of Observing Systems has delegated the maintenance and repair of
Obsarving Systems to the SDSS Telescope Engineer and Instrument Scientist. They are
assgted in performing maintenance and repair work by the TIP staff and the APO
Computing Systems Manager. When work cannot be handled by the on-gite g&ff, the
Head of Observing Systems works with the Project Manager to assgn work to the
gpecidists at Fermilab, Princeton, Chicago, Johns Hopkins, Los Alamos National
Laboratory, or the US Nava Observatory according to skill needs and availability. The
gpecidigs a these inditutions include the people who built and commissioned the
various systems at APO and who are available to assst with problems on an on-cdll basis.

2.3.3.1.2. Plug Plate Production and Preparations

In addition to the telescopes and instruments, Observing Systems includes the
activities associated with the fabrication of the spectroscopic plug plates and their
subsequent use in spectroscopic observations. The Head of Survey Coordination is
respons ble for coordinating and overseeing dl activities associated with target selection,
generation of drill files, drilling schedules, and inventory control at APO. In addition, the
Head of Survey Coordination is responsible for providing the observing saff with tools
and observing plans sufficient to ensure that the spectroscopic observing goals of the
survey are met. To help achieve these god's, the Head of Survey Coordination has
developed the Plug- Plate Database, which tracks the location and information on each
plate fabricated and prepared for observing. The database aso provides the observers
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with information needed to determine when specific plates should be sdlected for
observing, and keeps track of which plates have been observed.

The Head of Observing Systemsis responsible for plug plate operations at APO,
which includes ensuring that adequate facilities exist a APO to meet the Storage
requirements requested by the Head of Survey Coordination, and that an adequate staff
and facilitiesexist a APO to prepare plates for nighttime observing. The Head of
Obsarving Systems has ddlegated the day-to-day management of APO plug plate
operations to the SDSS Telescope Enginesr.

Pate production begins with the ddlivery of plug-plate blanks to the University of
Washington, where the blanks are ingpected to verify conformance to specifications. On
amonthly bas's, target selection code isrun at Fermilab on processed imaging data,
thereby enabling the selection of stars, galaxies, quasars, and other objects that will be
observed in the spectroscopic survey. The resulting drill files are posted on the Internet
and subsequently downloaded at the University of Washington. These drill filesinstruct
anumericaly contralled milling machine a UW to drill holesin the spectroscopic plug
plates that correspond to the selected objectsin the sky and to engrave each plate with a
unique 1D number. After machining, each plate is sanded to dull the finish and remove
burrs, and then thoroughly cleaned and rinsed. The cleaned plates are then ingpected for
conformance to design, in accordance with the plug plate QA program. The QA program
isin place to monitor the qudity of plug-plate production, with the complete set of QA
records maintained at the University of Washington. After passing ingpection, the plates
are packaged and shipped to APO by high-quality carrier for sorage, plugging and
observing. The shipping method is chosen based on the required ddivery schedule and
the ability to track the shipment. Since each finished plate represents a sgnificant
investment in time and effort, the security provided by ahigh quaity carrier is excellent
and the cost reasonable.

The fiber plugging cycle begins after the drilled plates are received at APO. The
plates are ingpected for shipping damage and cleanliness by the APO plugging steff,
logged in the plug plate database, and stored in the staging facility until they are ready to
be plugged. Each morning during an observing run, the plugging daff receives
ingructions from the observing staff denoting which plates were successfully observed
during the previous night and can be unplugged, and designating which plates need to be
plugged for the coming night. When the observations for a plate have been declared
complete, the observed plate is unplugged, removed from the fiber cartridge, and returned
to the appropriate storage system. New plates are retrieved from the storage system,
loaded into fiber cartridges, and plugged with optical fibers. Once plugged, the
cartridge/plate assembly is scanned by the Fiber Mapper, which correlates fiber number
with pogtion on the plate. Once mapping is complete, the cartridge is placed in the
storage rack in preparation for spectroscopic observation. Rdevant information isloaded
in the SDSS plug-plate database, INVENTORY , throughout the fabrication, plugging,
and storage process.
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The current operations process involves a monthly target selection run on recently
acquired imaging data, followed by the crestion of drill filesthat are used to fabricate the
plug plates for subsequent observing periods. The UW shop is capable of fabricating
approximately six plates per day, which could provide a pesk capacity of 120 plates per
month. To date, no more than 40 plates have been requested for asingle drilling run. As
operations become more efficient, the number of plates will increase to gpproximately 50
per drilling run. We do not expect thisto occur until the fourth quarter of 2001. The
driving requirement for the number of plates drilled per run is that pectroscopic
observations should not be limited by an inadequate inventory of platesat APO. This
requirement can be met with monthly drilling runs of 50 to 55 plates and the UW shop
has demongtrated the capacity to meet the requirement easily.

The plug plate cycle was designed to achieve a one-month turn-around from the time
that imaging dataiis collected at APO, to the time that plates drilled from that data are
ready for observing at APO. While we have demonsrated this capability, theintent isto
useit sparingly. Our origind intent was to acquire sufficient imeaging data during the first
year of operations so that the appropriate areas of the sky could be processed ayear in
advance. Unfortunately, the weether in the firgt year of the survey limited the amount of
good imaging data that was observed in the Northern Galactic Cap. Oncethereisan
adequate inventory of imaging data, it will enable more efficient plate tiling over alarger
contiguous area of the sky.

While the ability to run target selection code on data more than one month before the
plates are needed relaxes the fabrication and delivery schedule for the plates and reduces
shipping costs, the added costs are not large and have been budgeted. Ultimately, the
turn-around time for the plug plate cycle is determined by the weather and seeing
conditions a APO and the process must be able to accommodate a fast turn around time.
Our process is designed so that weether is the only uncontrolled e ement in the schedule.

2.3.3.1.3. Observers Programs

Obsarving Systems includes the Observers Programs, which are used by the
observersto control the telescopes and instruments. The Observers Programs include
the Imager Observer’s Program (10P), the Spectroscopic Observers Program (SOP), and
the Photometric Telescope Observer’s Program (MOP). 1OP provides the observer’s
interface to the systems used in imaging operations (telescope, imaging camera, and
DAQ). SOP providesthe observer’s interface to the systems used in spectroscopic
operations (telescope, multi-fiber spectrographs, and DAQ). MOP providesthe
observer’sinterface to the Photometric Telescope.  The Observers Programs have been
developed and are maintained by the staff shown in the Observer’s Program box in
Figure 2.2. Planned tasks associated with the Observer’ s Programs include
improvements to increase observing efficiency and track performance, and the
development and improvement of online quality assurance tools for imaging,
spectroscopy, and Photometric Telescope observations.
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2.3.3.1.4. Data Acquisition System

Observing Systemsincludes the Data Acquisition System (DAQ) a APO, which
congsts of the hardware, and software programs, that collect data from the instruments
and write it to tape for subsequent data processing at Fermilab. The Integrated Systems
Development Department at Fermilab designed and indaled the DAQ system and will
support this system through the observing phase of the survey, with help from the APO
gtegaff. The DAQ system conssts of U.S. Government-owned property on loan to
ARC for the duration of the survey. Upgradesto the DAQ system will be implemented
as required to meet survey requirements and improve operationd efficiency. A mgor
upgrade to the DAQ system was completed in the fall of 1999. The need for future
upgrades will be reviewed in the first haf of 2002.

A spares plan has been established for the DAQ system and spare components
procured to ensure that an adequate supply of critical partsis available to keep processing
activitieson-line. The Fermilab Computing Divison ISDD is responsible for specifying
and maintaining the on-Site spares inventory and is asssted by the APO dite gtaff. The
ISDD aso manages commercia hardware and software support contracts for DAQ
System components.

Data acquigition activities include the maintenance and support of the data acquigtion
hardware a the observatory. They aso include the development and maintenance of the
Observers Programs, the suite of software programs used by the observing staff to
acquire data with the telescopes and instruments and record it on tape for processing a
Fermilab.

2.3.3.2. Ingitutional Support for Observing Systems

The systems that comprise Observing Systems were built and ddlivered by many of
the Participating Indtitutions. The following sections describe the support that will be
provided by the indtitutions sustaining Observing Systems. They dso include brief
summaries of their contributions during the Congtruction and Commissioning phase.

2.3.3.2.1. Fermilab Support for Observing Systems

SSP42 - Fermilab Obsarving Systems Support

Fermilab built and ddivered the telescope motion control system, drive amplifiers,
Motion Control Processor (MCP), Telescope Performance Monitor (TPM), interlock
system, ingrument handling equipment, and numerous smdl sub-systems. Fermilabis
providing the SDSS Tdescope Engineer, amechanica technician, and an dectronics
technician to support on-9te engineering and maintenance activities associated with
SDSS operations. A second dectronics technician will be provided in 2001 and 2002 to
help address and troubleshoot e ectronic problems, and reduce the backlog of incomplete
electrica tasks. The SDSS Tdescope Engineer will oversee dl plug plate activities at
APO, including the supervison of technicians provided by APO and maintenance
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activities required to ensure systemn readiness or improve efficiency. System specidigts

at Fermilab who built and ingdled sub-systems at APO will provide support to the
Telescope Engineer for problems with these systems that cannot be handled by the on-
stetechnical staff. The scope of work and budget is established under agreement SSP42.

SSP61 - Fermilab Observing Software and DA Support

The Integrated Systems Devel opment Department (ISDD) of the Fermilab Computing
Divison built and now maintains the DAQ system a APO, dong with its maintenance
plan. This department has extensive experience with large high- speed data acquisition
systems and can rapidly provide considerable resources to promptly resolve DAQ
problems when they arise. Personnd from 1SDD provide rapid responses to problems
encountered during nighttime observations. They routingly answer urgent questions from
observers during the night and provide consultation during the day to the APO
Computing Systems Manager. 1SDD built atest stand in 1995 and now maintainsit to
fedilitate problem solving. 1SDD established the spares plan for the DAQ system and is
respongble for specifying and maintaining the on-Site spares inventory. 1SDD aso
manages the hardware and software support contracts for DAQ subsystems.

Beginning in November 2000, Fermilab increased the level of support for the
maintenance and improvement of the DAQ systems and the observers programs by one
person. This person is primarily responsible for the maintenance and improvement of the
suite of software known as the Observer's Programs, and the software associated with the
DAQ sysem. The Observers Programs provide the software interface to the telescopes
and ingtruments and include the Imaging Observers Program (10P), Spectroscopic
Observers Program (SOP), and the Photometric Telescope Observers Program (MOP).
A fourth software program, Agtroline, writes the acquired data to tape and disk and
provides feedback to the observers through the Observer’s Programs.  This same person
a0 sarves asthe primary liaison between the observing team and the ISDD, and will
serve as a half time observer at APO. The scope of work and budget is established under
agreement SSP61.

2.3.3.2.2. APO Support for Observing Systems

SSP35 - Apache Point Observatory Support for Observing Systems

APO provides technica personnd to the Telescope Engineer to asss himin the
preparation of the 2.5-meter and Photometric Telescopes for daily operation. APO
provides cleaning procedures for the optics and assist with the cleaning of the optics.
They perform routine maintenance and repair activities when requested. APO provides
the SDSS Instrument Scientist, who reports to the SDSS Telescope Engineer and is
responsible for ensuring that al instruments are operationa and that cryogens and other
consumables are available to support observations and checkout activities. APO aso
maintains the instruments that monitor seeing and weether conditions, including the
Cloud Camera, the DIMM, and the instruments on the Ste meteorological tower.

APO provides qualified technicians to the SDSS Telescope Engineer for plug plate
handling and plugging activities. APO aso mantains on-Ste storage and staging
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facilities for gpproximately 300 plates and contracts for off-gte facilities for long-term
gtorage of the remaining plates.

The APO Computing Systems Manager and the SDSS Instrument Scientist provide
the first level of maintenance and support to the Fermilab- provided DAQ system at APO.
These individuals diagnose DAQ problems and replace parts as required. Personnd from
the Fermilab ISDD assst with the troubleshooting and repair of problems that require
detailed knowledge of the DAQ system. Problems that require attention from vendors for
systems under maintenance contracts are reported to the Head of Data Processing and
Didribution for resolution. The budget for APO support of Observing Systemsis
included with the APO budget for Observatory Operations that is established under
agreement SSP35.

2.3.3.2.3. Princeton Support for Observing Systems

SSP32 - Princeton Universty Obsarving Systems Support

Princeton built and delivered the imaging camera and its mechanica and support
systems, the detector systems for the spectrographs and the Photometric Telescope, the
cryogen and temperature control systems for al of the insdruments, the flat-fied and
wavedength calibration systems for the spectrographs, throughput monitoring systems for
the opticd surfaces, and software for the Fiber Mapper.  Princeton is maintaining and
improving these systems during operations as required to meet the Science Requirements.
Princeton aso provides technical support for other telescope-related tasks as needed. The
scope of work and budget are established under agreement SSP32.

SSP38 — Princeton Observing Software Support

Princeton devel oped portions of the Observer's programs, including the focus loop,
parameter watcher, Imaging Observers Program (IOP), Spectroscopic Observer's
Program (SOP). Princeton aso developed the Motion Control Processor (MCP) and the
interlocks graphica display. Princeton will provide support to maintain these systems
through the five-year observing period, athough the level of support will decrease over
time as these programs become mature and require only occasiona maintenance.
Beginning in 2002, the mgor respongbility for |OP and SOP will be transferred to
Fermilab, with Princeton providing consulting support on an as-needed basis. The budget
for observing software support provides for sdary, travel, and supplies and is included
with the Princeton budget for data processing support that is established under SSP38.

2.3.3.2.4. Univergty of Washington Support for Observing Systems

SSP31 - University of Washington Observing Systems Support

The University of Washington oversaw the procurement of the 2.5-meter telescope
and its enclosure, provided oversight for the ddlivery of the telescope optics, developed
and implemented the Telescope Control Computer (TCC), built and delivered optica
support and control systems, and designed and ddlivered the fiber cartridges with their
associated opticd fiber assemblies. The devel opment group was disbanded in 1999 and
those staff members with operations experience were retained.
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During operations, UW provides technica support to maintain and upgrade as
necessary the TCC, the 2.5-m telescope guiding system, and telescope optical support
and control systems, and provides technical support for other areas on an as-needed basis.
UW isdso respongble for plug plate fabrication. The basdline plan isfor dl plug plate
production to occur at UW. However, asecond vendor could be quaified and used if
production demands exceed the UW shop capacity. Fermilab produced prototype plug
plates during the plug plate R& D phase and could serve as a back up vendor in short
notice. The budget and scope of work for UW support for Observing Systemsis
established under agreement SSP31.

2.3.3.2.5. JohnsHopkins Support for Observing Systems

SSP36 - Johns Hopkins University Observing Systems Support

The Johns Hopkins University built and delivered the spectrographs and managed the
ingtalation and commissioning of the Photometric Telescope (PT) a APO. During
operations, the astronomer who was the Principa Investigator (P1) for the spectrographs
will assgt the SDSS Instrument Scientist with maintenance and required improvements
on the spectrographs. This astronomer will also oversee and support new tasks and
projects that are required. The JHU Center for Astrophysics will provide engineering and
technica support for the specific projects assigned to it by the SDSS Project Manager.
The scope of work and budget are established under agreement SSP36.

SSP50 - Johns Hopkins University Photometric Telescope Commissoning

Johns Hopkins provided one person through March 2001 to help staff PT
observations at APO and perform data reduction and andysis tasks at JHU associated
with the photometric calibration effort and spectroscopic data reduction. The budget
provided funding for sdary, travel, and incidenta supplies and was covered under
agreement SSPS0. This agreement will be closed in early 2002, once find costs for this
effort have been received.

2.3.3.2.6. Univergty of Chicago Support for Observing Systems

SSP33 - Universty of Chicago Obsarving Systems Support

The Universty of Chicago (UC) provided management oversight for the congtruction
of the 2.5-meter telescope and its optics and provided significant technica support for the
condruction of the imaging camera. During operations, UC will provide the Imaging
Scientist to support the operation of the imaging camerathrough September 2001, After
September, the Imaging Scientist will continue this work at another Participating
Indtitution. It is noted that the Imaging Scientist has worked on the camera since 1992
and has supported its operation effectively snce its commissoning in June 1998. The
UC budget provides for sdaries, tuition, travel, and miscellaneous expenses to support
the Imaging Scientist through September 2001. After September, the budget for this
support will move with the Imaging Scientist to her new inditution.
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UC dso provides occasiona engineering support for optics design and andyss, and
electronics support for the imaging camera and other telescope systems. This support is
provided on an as-needed bas's, with work organized in the form of projects. The budget
for UC engineering support provides for alimited amount of base support and will be
augmented as needed to support projects that the UC group will be asked to complete.
The budget and scope of work for UC support of Observing Systems are established
under agreement SSP33.

2.3.3.2.7. LosAlamos Support for Observing Systems

SSP58 - Los Alamos Nationd L aboratory Observing Systems Support

In 2000, LANL accepted respongbility for the development and maintenance of the
Telescope Performance Monitor (TPM), which monitors, displays, and archives telescope
engineering and thermal data. LANL also provides one astronomer to serve as a half-
time observer on the Photometric Telescope and assist with bright-time photometry as
needed. Continued support beyond 2002 is under review by LANL management; it is
anticipated that LANL will continue to provide technica and observing support beyond
2002. The budget and scope of work are established under SSP58.

2.3.3.2.8. Japan Participation Group Support for Observing Systems

Japan Participation Group

The Japan Participation Group (JPG) provided the CCDs for the imaging camera. The
CCDs are JPG property on loan to ARC for the duration of the survey. JPG engineers
and scientists contributed to the fabrication of dectronic components and systems for the
imaging camera. They built and ingtalled a50 A resolution monochrometer to measure,
through the corrector plate and filter, the sengitivity of every CCD on the imaging
camera. They desgned, built and ingaled the flat fidd system for the Photometric
Telescope.

During operations, the JPG will provide operations, engineering, and maintenance
support for these systems as needed. They will dso provide new filtersfor the
Photometric Telescope, and will periodicaly caibrate the imaging camerausing the 50 A
monochrometer. Thiswork is currently not defined under an SSP agreement, but in a
forma Memorandum of Understanding between the JPG and ARC. The budget to
support thiswork is provided by the JPG as an in-kind contribution to the SDSS.

2.3.3.2.9. ARC Support for Observing Systems

SSPI1 - ARC Observing Systems Support

Larger procurements associated with Observing Systems are frequently managed
directly by the ARC Business Manager, Snce it is often more cost- effective for him to
place these large orders directly. Examples of on-going procurements paid directly from
the ARC corporate account include the annua auminization of the primary mirror and
the annua usage fee for the vertical mill used in plug plate production at UW. Fundsto
cover large one-time expenses are aso captured here. Examples of such expenses
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include the cogts for the profilometry measurements of the secondary mirror and
Common Corrector lens at Lick Observatory, and the costs of the on-going effort to
improve the therma environment around the 2.5-m telescope. Since the latter isbeing
done by personnel from severa ingtitutions, we have dected to capture the cogtsin place
in order to more easily capture the total cost for this critical project. The costsfor these
procurements are budgeted in the ARC Corporate Account under agreement SSP91.

Funds have aso been set aside to provide support for sdary, travd, and incidental
supply costs for the Imaging Scientist after she movesto the University of Washingtonin
the fourth quarter of 2001. These fundswill provide support from October 2001 through
the end of the 5-year observing period. The budget for the effort will be transferred from
the ARC Corporate Support account and dlocated to the University of Washington once
the leve of support for the Imaging Scientist is negotiated and a written agreement
prepared. The budget and scope of work for ARC Corporate Support for Observing
Systems are established under agreement SSPI1.

2.3.3.3. Data Processing and Distribution WBS

WBS edement 1.3.3, Data Processing and Distribution, captures the work associated
with collecting, processing, and distributing data to the collaboration and astronomica
community. Aswith Observing Systems, work is divided into two categories.
maintenance/repairs and improvements. Data processing activities include al work
associated with the development and maintenance of the data processing pipelines by
vaiousinditutions, and the organization, operation, and maintenance of the data
processing “factory” a Fermilab. Data ditribution activities include the development
and deployment of five data servers: the Chunk Database, the Rerun Database, the
Catalog Archive Server, the Data Archive Server, and the skyServer. Theselast three
sarvers and ther interfaces will be used to digtribute the SDSS Archive to the astronomy
community aswell asthe SDSS collaboration. The other servers are used for data
vaidation and will be usad in the plug-plate operation. Data distribution activities aso
include support for the development of interfaces between the servers and the data users.
The implementation plan for the distribution of SDSS Archive to the astronomy
community, including the role of the STScl, is described in the SDSS Archive
Distribution Plar®. Data processing and distribution activities are carried out by staff and
specidigs at the Participating and Member Ingtitutions. The Space Telescope Science
Ingtitute (ST Scl) aso provides support for data distribution as described in section
2.3.35. The organization chart for Data Processing and Digtribution is shown in Figure
2.3.

WBS dement 1.3.2.1: Data Processing

SDSS data processing is carried out by members of the Fermilab Computing Divison
Experimental Astrophysics Group (EAG), using Computing Divison facilities. During
observing operations, the following types of data are recorded: 2.5-meter imaging data,
2.5-meter spectroscopic data, and PT calibration data.
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During imaging obsarvations, the dataiis written in redl-time to disk and from disk it
iswritten to two sets of tape smultaneoudy. One set of tgpes serves as the primary copy
of the data; the second is aredundant set that serves as a back up of the night’s data.
Each set consists of seven tapes: one tape for each of the six dewars on the imaging
camera, and one tape with the gang and log files associated with the observations.

Figure 2.3. Organization Chart for Data Processing and Didtribution
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During spectroscopic observations, data from the spectrographs are written to disk in
red-time. At the end of the observing night, this data is written sequentidly to two tapes.
The firdt tape serves as the primary copy of the data; the second is a redundant copy that
serves as the back up.

During observations with the PT, data is written to disk in real-time and then copied
to tape in the morning following the observations. At the same time, data from the
previous night’s observations is also copied from disk to tape, and then the data from the



previous night purged from disk. This process ensuresthat PT datais dways recorded on
two different tapes. one serves as the primary copy, the second is the redundant back up.

After anight’s observing, the full set of primary tapes are packaged at APO and
shipped to Fermilab for processing. The tapes are shipped via overnight carrier, so that
the data arrives promptly at Fermilab and so that each shipment can be tracked if
necessary. During the workweek, tapes are shipped overnight to arrive one day after the
datawas collected. Data collected on weekend and holiday nights are shipped on the first
business day following the night of observing, for arriva & Fermilab the following day.
The APO Site Operations Manager is notified by the Head of Data Processing and
Digtribution when the primary data tapes are successfully processed at Fermilab, and then
sends the back-up copiesto Fermilab for long-term storage. The smaller datafiles such
as PT datafiles, Spectroscopic Data Files, and reports are frequently transferred over the
Internet for immediate use. The size of imaging data file and the bandwidth of the APO
Internet connection do not permit this.

Data processing operations a Fermilab run in a*“factory” production mode. Under the
Head of Data Processing and Didtribution, the god of the Data Processng Team a
Fermilab is to process new imaging data within two weeks after it is collected and to
process spectroscopic data with one day of acquisition. When necessary, selected
imaging runs can be processed in less than aweek and an evening of spectroscopic data
can be processed on one day.

Once received a Fermilab, each type of datais processed by its own set of pipelines.
Photometric Telescope data are processed through M Tpipe, which defines the primary
network of photometric standards, cal culates extinction and color terms, and produces
calibrated secondary patches. Imaging data are processed through the imaging pipelines,
which produce catalogs of calibrated objects, corrected frames, and atlasimages. Object
ligs from individua imaging runs are merged together and targets selected for
subsequent spectroscopic observations. Using the target selection data, drill filesare
designed for use in the fabrication of the spectroscopic plug-plates. Results from target
selection, and the corresponding drill files, are loaded into the Operational Database and
mede avallable viathe Internet for plate drilling a UW and plugging and mapping
operations at APO. Spectroscopic data are processed through the spectroscopic pipelines
to produce cdibrated spectra, identifications, redshifts, and other spectra parameters.
Data from specia runs are processed on an as-needed basis to obtain cdibration files
(electronic cdibrations, CCD positions, etc.) or check the imaging and spectroscopic
data. After each stage of processing, the results are loaded into the Operationa Database.
Data quality is verified and checked in summary form to determine which segments of
data are ready for the next stage of processing. Globd tests are performed on cdibrated
outputs. Problems and their solutions are tracked in the SDSS Problem Reporting
Database to dlow trending analyss on system performance.

The full sat of processed datais stored temporarily on disk and permanently archived

in an online tape robot. A facility is provided to access the tape robot and disk at
Fermilab so members of the SDSS collaboration have ready accessto thesefiles. Asthe
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cost of disk continues to decline, the intent is to place essentialy al of the processed data
ondisk inthefuture. Thiswill dlow efficient use of the Data Archive Server a Fermilab
by the collaboration and the astronomy community. Portions of the processed data that
meet Survey Requirements are dso loaded in the various data servers for use by the
collaboration and community as described in the SDSS Archive Digtribution Plan.

All of the software used in the data processing operation is controlled by the CVS
configuration management sysem. The introduction of new versons of data processing
code into the production operation is done under the direction of the Head of Data
Processing and Distribution. Upgrades of the pipelines are planned and implemented
only when it is established that a pipeline does not meet Survey requirements. At this
time, there are severd planned upgrades, which should be completed by the end of 2001.
Beginning in 2002, efforts associated with the pipeines will congst of responding to
bugs and change requests in the SDSS Problem Reporting Database to correct problems
and improve operating efficiency. Verson 5.3 of the photometric pipelineis being
developed at Princeton with the expectation that it will be introduced into the factory in
the third quarter of 2002. Work isaso in progress at Chicago, Fermilab and Princeton to
develop qudity anadysistools for the imaging and spectroscopic pipdines. Thesetools
will be used during data processing to monitor the qudity of the pipeline outputs. There
isaso aggnificant effort underway a Fermilab, Princeton, and New Y ork University to
improve the photometric cdibration of theimaging data. One of the ddliverables of this
effort will be anew pipeine, which will process specid 2.5-m imaging data and provide
inputs to the calibration pipeline. Thiswork will be coordinated by the Head of the Data
Processing and Digtribution and will be completed in 2001.

WBS Element 1.3.2.2: Data Didribution

Data digtribution tasks include the development and deployment of the catalog
Archive Server, Data Archive Server, and skyServer databases, and the development of
the user interfaces to enable the SDSS collaboration and the astronomy community to use
these servers. The set of data products that congtitute the SDSS Data Archive, along with
the plan and schedule for data releases, are described in the SDSS Archive Digtribution
Plan. Datadigtribution tasks dso include the devel opment and deployment of the Chunk
and Rerun databases, which are used by the SDSS staff for target selection, the evauation
of pipdine performance, and the validation of processed data. Table 2.6 showsthe WBS
for Data Didtribution.

A mgor effort was mounted for the release of the high quaity commissioning datato
the astronomy community at the beginning of 2001. Thisredeaseis cdled the “Early
Data Rdlease to digtinguish it from the first release of survey qudity data on January
2003. Theinitid digtribution of the commissioning data is scheduled for June 2001 and
isfully described in the SDSS Archive Didribution Plan. The work associated with this
effort was developed in the past three months and is included in the WBS for the firgt
time.
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Table 2.6. WBS for Data Didtribution

1.3.3.2 DataDidtribution

1.3.3.2.1 Science Database Devel opment

1.3.3.2.2 Science Database Support

1.3.3.2.3 Data Release Preparation

1.3.3.2.3.1 Early Data Release

1332311 SDSSPublic Archive
1.3.3.23.1.2 Catdog Archive Server
1332313 DataArchive Server
1332314  SkyServer
1332315 DataRelease Documentation
1332316 DataReease System Administration at STScl
1332317 User Groups and Usage Stats
1332318 Early DataRelease AJ Publication
1332319 DataProcessing for Early Data Release
13323110 Early DataRelease Event

1.3.3.2.3.2 DataRelease 1
1.3.3.2.3.3 Data Release 2
1.3.3.2.3.4 DataRelease 3
1.3.3.2.3.5 Data Release 4
1.3.3.2.3.6 Data Release 5

The development of the Catalog Archive, Data Archive, and skyServer databases and
the preparation of the data release with these servers are being carried out by groups at
Johns Hopkins, Fermilab, and the Space Telescope Science Ingtitute (STScl), under the
direction of the Head of Data Processing and Didtribution. Johns Hopkinsis responsible
for developing, loading and testing the servers and responding to problems. While
processed data is loaded into the Catalog Archive Server, the Data Archive Server
actually points at data products stored on disk at each Data Archive Server site. Fermilab
isresponsible for ingaling and commissoning the database systems a Fermilab.

Fermilab is aso responsible for preparing the data products for loading into the servers.
STScl isrespongble for ingalling and commissioning the Data Archive Server a ST,
developing user web interfaces to access the data through the Internet, and developing
web pages that will facilitate easy accessto the SDSS data. The SDSS collaboration is
respongble for vaidating the data that can be accessed by these servers and providing
feedback to the data processing and distribution teams through the SDSS Problem
Reporting Database. Early Data Release coordinators have been appointed and they are
responsible for carrying out specific tests under the direction of the Head of Data
Processing and Digtribution.
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2.3.3.4. Ingitutional Support for Data Processing

SSP40 - Fermilab Software and Data Processing

The SDSS data processing effort is the respongibility of the Fermilab Experimenta
Agrophysics Group (EAG), which islocated in the Fermilab Computing Divison and
reports to the Head of the Computing Divison. The Head of the Data Processng Team
directsthe efforts of the data analysts who carry out routine operations. The EAG
scientists support them by diagnosing problems and implement solutions when every they
are encountered. This team processes data through the pipelines, performs QA checks,
archives the processed data on a disk or tape as appropriate, stuffs the appropriate files of
processed data in the Operations Database and the other data servers, and prepares the
processed data for export to the data distribution servers at each ingtitution. They rely on
the support from the Operating Systems Support Department and the Computing Services
Departments of the Computing Division for computer hardware maintenance, operating
system maintenance, networking, and tape handling. Fermilab provides the support
necessary to maintain al Fermilab-provided computer systems for data processing and
digtribution. Computer hardware and operating systems are monitored and problems
repaired asthey arise by personnd from the Fermilab Computing Divison as part of its
norma support function for dements of the Fermilab experimenta program.

Each of the SDSS collaborating inditutions is required to have a point-of-contact, a
data“guru’, with the Fermilab Data Processing Team in order to access data through
Fermilab. They coordinate transfers of datato their local indtitution. The Data
Processing Team maintains the software infrastructure for the SDSS and coordinates
software updates at the collaborating ingtitutions with the ingtitutional data gurus. The
data gurus assst astronomers with al data products and data servers.

During the survey, Fermilab will maintain the following data processing pipdines and
code:
Photometric Telescope Pipdine (mtPipe);

Find Cdibration Pipdine (nfcaib);

Target Sdection Pipdine (target);

Pate Design Pipeine (plate);

Tiling Pipdine (tiling);

Set Quality Pipdine (stQudlity);

Operationa Database (opdb); and

DP (data processing production system infrastructure code).

N~ WNE

Maintenance of data processing pipdines at Fermilab includes fixing bugs, adding
improvements to accommodate hardware or operating system changes, and making code
enhancements to improve operationd efficiency. Currently, Fermilab and Princeton are
responsble for the development and maintenance of the Spectro 2D Pipdine. The
development is coordinated by Princeton. Bug fixes and improvements will be made as
necessary to meet Survey Requirements and/or improve operationd efficiency. Fermilab
a0 provides stientific andlyss of the photometry to verify that scientific goas are met.
The budget and scope of work are established under agreement SSPA40.
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SSP38 - Princeton Pipeline Maintenance/QA and Photometric Calibration Support

Princeton provides support for the maintenance and improvement of the Photometric
Pipeline to meet the Science Requirements. Thisincludes SSC (Serid Stamp Collection),
PSP (Postage Stamp Pipeline) and Frames. Princeton devel ops and maintains pipeline
qudity analys's code and diagnostics and works jointly with Fermilab to maintain and
improve the Spectro 2D Pipeline. Princeton is responsible for coordinating the
development of the Spectro 2D Pipdine. Princeton dso provides scientific anayss,
software devel opment, and observing support to the photometric calibration effort. The
budget and scope of work are established under agreement SSP38.

SSP39 - Univergity of Chicago Pipdline Maintenance and QA Support

The Univeraty of Chicago will maintain and improve the Spectro 1D FPipdine as
necessary to meet the Science Requirements and will develop and maintain quality
andyss code in support of Spectro 1D pipdine automation a Fermilab. The budget and
scope of work are established under agreement SSP39.

SSP57 - United States Nava Observatory Pipeline Development and Support

The U.S. Naval Observatory (USNO) maintains the astrometric pipeline (ASTROM)
and provides limited support for the maintenance of the Operational Database. USNO
monitors the performance of the ASTROM pipeline and makes modifications as required
to meet the Science Requirements. USNO will continue to provide the SDSS with the
best available astrometric catalogs for use in the pipeline as they become available. The
budget and scope of work are established under agreement SSP57.

SSP54 - Johns Hopkins University Photometric System Support

Through September 2001, JHU will provide scientific analysis support for the
photometric system development effort. This effort islargely associated with
documenting the standard star network developed using the USNO 40-inch telescope.
The budget and scope of work are established under agreement SSP4.

SSP64 - New York University Photometric Cdlibration Support

The Indtitute for Advanced Study (IAS) led an independent effort through January
2001 to evauate the photometry. They were responsible for providing a set of tools that
can be used to assess the quality of photometry over the duration of the Survey. In
February 2001, the effort and budget was transferred from the IAS to New Y ork
University (NYU). Sdary support for thiswork, which was provided by the IAS, is now
provided by NY U as an in-kind contribution to ARC. ARC will provide fundsfor travel
and incidental supplies. Thework at IAS was covered under agreement SSP41; the work
at NYU is covered under agreement SSP64.
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2.3.3.5. Ingitutional Support for Data Distribution

SSP40 - Fermilab Support for Data Ditribution

Fermilab provides the Head of Data Processing and Digtribution, who directs data
digtribution tasks at Fermilab and JHU and integrates these with the tasks carried out by
STScl. A Catalog Archive Server, Data Archive Server, and skyServer have been
assembled and will be maintained by Fermilab. Fermilab will augment the data
contained or associated with these servers at lease twice ayear, typicdly in the spring and
fdl. Fermilab isaso responsble for loading and maintaining the Chunk database and the
Rerun database. In the second quarter of 2001, these databases and servers were |oaded
with data reprocessed with the current version of the pipelines and calibrated with the
best available calibrations. The data products distributed to the astronomy community
will be augmented in accordance with the SDSS Archive Didribution Plan. Thefina
release of the data products to the astronomy community will be made in July 2006.
Table 2.7 reproduces the schedule for SDSS data releases that isincluded as Table 3in
the Archive Digribution Plan.

Table 2.7. Datesfor the SDSS Data Releases

Release Photometry | Spectroscopy
Ealv Release | 1-Julv-2001 5% 0%
Release 1 1-Jar-2003 15% 7%
Release 2 1-Jar-2004 47% 33%
Release 3 1-Oct- 68% 60%
Release 4 1-July-2005 88% 85%
Find Rdease | 1-uly-2006 100% 100%

The estimated number of FTEs required for thistask is estimated to be 2.5 for the
period January 2001 to July 2006.

Fermilab will be responsible for partitioning the Data Archive Server into a public
section and Collaboration section. The Collaboration section will contain data that is not
reedy for distribution to the astronomy community. Fermilab, working in close
collaboration with STScl and JHU, will contribute to with the development of web-based
user interfaces that alow the collaboration and the astronomy community easy accessto
the SDSS data servers. Fermilab will oversee the collection of documentation necessary
to support the exploitation of the Archive by the collaboration and the community. 1t will
provide this documentation in their web-based documents to the STScl for indusonin
their web based documentation pages. While most documents exi<t, substantia editing
may be needed to put them into HTML format. These tasks are included in the scope of
work of each participating ingtitution contributing documentation, including Fermilab.

The estimated effort to develop the web pages for the status reports, documentation, and
data digtribution is one FTE during the performance period.
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The budget that provides for salaries, travel, and supply costs associated with data
digribution is included with the budget for data processing thet is established under
agreement SSPA40.

SSP37 - Johns Hopkins Data Archive Devel opment and Support

Johns Hopkins developed and now maintains the software for the Chuck database, the
rerun database, Data Archive server, Catalog Archive Server and the skyServer.
Upgrades and enhancements will be made as required to support database product and
operating system upgrades. In addition JHU will be responsible for migrations to
different operating system platforms, should that be required. JHU aso provides support
for the development of user interfaces and documentation associated with collaboration
and public accessto the servers, as noted in the SDSS Archive Didribution Plan. The
budget and scope of work are established under agreement SSP37.

Space Telescope Science Indtitute Support for Data Digtribution

The Space Tdescope Indtitute (STScl), working in collaboration with Fermilab and
JHU, will adapt its MAST user interface for use with the Data Archive Server and the
Catadog Archive Server. The SDSS Archive will be made available to the astronomy
community through the STScl Multi-Misson Archive (MAST). STScl hasand is
developing this interface, which will dlow easy access to the SDSS Archive.
Development and testing of the web pages and the MAST interface for the SDSS Archive
began at the end of the first quarter of 2001. An extensive test of the MAST interfaces
and the servers at Fermilab was successfully carried out by the collaboration at its March
2001 meeting a Fermilab. The www.sdss.org and www.stsci.edu websites are providing
access to the data through the MAST interface. Once these websites are fully developed,
they will provide the astronomy community access to the Early Data Release in June
2001. Feedback from the user community will be used to plan improvements of the
functiondity of the webgites.

STScl will build the web pages that will provide the collaboration and astronomy
community with sufficient documentation to utilize the data servers. These web pages
will be mirrored a Fermilab and other SDSS sites. STScl will also operate a help desk to
be used by the astronomy community when accessing the SDSS Archive. They will
publish and maintain an online user’ s guide, including examples and Frequently Asked
Questions (FAQ9). It isanticipated that e-mail will be the primary means of
communication.

ST<cl will dsoingal and run copies of the Data and Catalog Archive Servers at the
STcl. At thetime of the Early Data Release, the Data Archive Server will be instdled
and operationd. The Catdog Archive Server will be ingtaled as resources alow.

The STScl provided aleved of effort of 0.75 FTESin support of the Early Data
Release as an in-kind contribution, which is not included in the SDSS 5- Y ear Basdline
Survey budget. The STScl has requested funds from NASA to support their continued
involvement in subsequent data releases during the observing and data processing phases
of the survey, aslong-term stewards of the SDSS Data Archive. They intend to request
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funds after the ARC support for the SDSS has ended. Although NASA has authorized
the participation of the STScl in the Early Data Release, NASA has not yet awarded
funds to permit the STScl to support the effort beyond the Early Data Release. It isthe
intent of the STScl to propose additiona funding to support the long-term stewardship of
the SDSS Archive after the completion of the SDSS Project. The budget for the 5-Y ear
Basdline Survey does not include the cost of the support provided by the STScl.

2.3.3.6. Observatory Support WBS

WBS dement 1.3.3, Observatory Support, captures the work and costs associ ated
with gaffing and maintaining the observatory at the level required to sustain survey
operations over the 5-year observing period. In addition to capturing the level of effort
necessary to maintain the observing systems and observatory infrastructure, this WBS
element aso contains the work scope and schedule for upgrades to the observatory
infrastructure when required to maintain effective operations. The budget to support
observatory operations provides for technical and observing staff sdlaries, building and
grounds maintenance, utilities and consumables, and other related services. The
organization chart for Observatory Support is shown in Figure 2.4.

Figure 2.4. Organization Chart for Observatory Support
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2.3.3.7. Ingitutional Support for Observatory Support

SSP35 - APO Observatory Support

APO site management provides manageria and adminigtrative support for
observatory operations. The APO Site Operations Manager is responsible for staff
recruitment and training, budget, and procurements. These activities are developed in
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concurrence with the SDSS Director and Project Manager to ensure that SDSS needs are
met. APO isimplementing procedures to ensure data quality and consistency through the
5-year observing period. The SDSS Problem Reporting Database is used to report and
track safety issues and system problems. The Site Operations Manager provides status
reports to the Project Manager and has implemented programs for publishing night and

day dite activity logs.

The Ste Operations Manager is responsible for providing a safe work environment
for dl activities a the Ste. Appropriate policies and procedures have been formulated
and implemented to ensure that work is done in a safe and efficient manner and in
accordance with applicable rules and regulations. Thisincludes developing a Ste safety
plan and designating a Site Safety Officer. Additiond policies and procedures will be
developed as needed. To ensure the adequacy of the Site safety program, externd safety
officers are caled upon to perform periodic Site audits.

APO provides a gtaff of seven observersfor the 2.5-m telescope. One observer has
been appointed the Lead Observer and another the Deputy Lead Observer. The Lead
Observer isrespongble for preparing the schedule and activities of the observing Saff.
The Lead Observer is aso responsible for interfacing with the technical staff to ensure
good communication between management, technica, and observing personnd. The
Lead Observer works with the Head of Survey Coordination to prepare monthly
observing plans and is responsible for the execution of those plans. The Deputy Lead
Observer asssts the Lead Observer in these respongbilities and assumes them in the
Lead Observer’s absence.

The observing saff is respongible for the safe and efficient use of the telescopes and
ingruments to collect data that meets the survey requirements. They develop and use
documented procedures that ensure data quality and uniformity; and implement and use
performance metrics to track observing efficiency and performance againgt gods. Short,
on-line QA anadyses are done to verify data qudity; data passing these tests are sent to
Fermilab for processing. The observing staff publishes observing logs to document
observing activities and records problemsin the SDSS Problem Reporting Database.

APO maintains the ARC-provided real property and equipment necessary to support
data collection activities a the observatory. APO maintains ARC-provided facilities and
equipment necessary to operate and maintain the instruments, including vacuum
equipment and a Class- 100 clean room for maintenance and repair activities associated
with the SDSS imaging camera. APO maintains the Ste telecommunication sysem and
al on-gte SDSS computer systems and associated spare parts. These consist of
Fermilab-provided DA systems aswell as ARC-provided instrument and telescope
control computers. APO aso maintains the basic Ste services and facilities necessary to
carry out operations in an efficient manner. Critical equipment and sub-systems have
been placed on Uninterruptible Power Supplies and an automeatic backup diesel generator
is available for emergencies.
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The APO operations staff maintains the site facilities, roads, grounds, and housing
used by vidtors working on SDSS activitiesat APO. A smal machine shopisin
operation at APO. The shop is ouitfitted with tools and equipment suitable for performing
small machining jobs. Larger machining jobs are done under contract with local shops.
Fermilab provided the machine toalsin this shop and will maintain these tools through
the 5-year observing period.  The budget and scope of work associated with APO
Observatory Support are established under agreement SSP35.

2.3.3.8. Survey Coordination

WBS dement 1.3.4, Survey Coordination, captures the work associated with planning
and executing the obsarving strategy for the Survey. This includes the devel opment of
drategy planning tools that are used to determine the optimum time(s) when specific
regions of the survey area should be imaged and when specific spectroscopic plug plates
should be exposed. Thesetools are critica to achieve efficient observing operations and
mesting survey performance gods.

The start and end dates for each monthly observing run during the 5-year observing
period, as well as the summer shutdowns for planned maintenance, are listed under the
WBS for Survey Coordination. They are also published on the SDSS website
(www.sdss.org). Defining and publishing the dates for observing runs and shutdowns
dlowsfor the efficient planning and scheduling of resources and the identification of
periods, which are caled “bright times’, during which engineering and maintenance
work can be integrated with observing activities.

The budget for Survey Coordination is included in the SSP budgets that dso support
data processing and distribution at Fermilab (SSP40) and observatory operations at APO
(SSP35). The organization chart for Survey Coordination is shown in Figure 2.5.

Figure 2.5. Organization Chart for Survey Coordination
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2.3.3.9. Ingitutional Support for Survey Coordination

Fermilab Support for Survey Coordination
Fermilab provides the Head of Survey Coordination, who is responsible for
developing the 5-year observing strategy and the monthly observing plans to acquire the




data necessary to achieve the Survey gods. The Head of Survey Coordination is
responsible for developing and implementing survey planning and strategy toolsto
ensure efficient survey operations and messure observing performance. Fermilab
provides additiond support from the Experimenta Astrophysics Group to the Head of
Survey Coordination to help develop these tools. Findly, the Head is responsble for
coordinating the stepsin the production of plug plates, from target selection to plate
inventory at APO. Thisincludes scheduling and oversight of target selection,
determining the number of plates required per drilling run, overseeing the generation and
delivery of drill filesto the UW, and overseeing plate delivery to APO. The Head of
Survey Coordination is responsible for maintaining the on-line plug plate database
(INVENTORY), which tracks the location and observing satus of dl plug plates. The
budget to support this effort is included in the Fermilab budget for data processing and
distribution and is covered under SSPA0.

Apache Point Observatory Support for Survey Coordination

The Lead Observer at APO aso serves as the Deputy Head of Survey Coordination,
and isrespongible for implementing the monthly observing plansat APO. The Deputy
Head is respongble for devel oping the planning and tracking tools necessary to
efficiently conduct observing operations a APO. The Deputy Head is responsible for
implementing a tracking system to log and monitor observing performance againg the
established basdline plan. The budget to support this effort isincluded in the APO budget
for Observatory Operations and is covered under SSP35.

2.3.3.10. Remaining Congtruction Tasks

WBS dement 1.3.5, Remaining Construction Tasks, captures the carry-over
deliverables that were not completed during the construction phase of the project. While
these ddliverables were not critical to beginning routine observing operations, they are
necessary to achieve the level of equipment protection, performance, and operating
efficiency necessary to meet established performance requirements. It is expected that dl
remaining congtruction ddiverables will be completed by the third quarter of 2001.

Table 2.8 ligts the outstanding carry-over tasks from the construction schedule. The
budget for thiswork isincluded in the indtitutiona SSP budgets.

Table 2.8 Carry-over Tasks from the SDSS Condiruction Schedule

Egtimated %
Task Completion  Complete
Common Corrector Cell Purge System May 2001 90%
Windbaffle LVDT Replacement Jul 2001 100%
Slip Detection System Jul 2001 90%
Instrument ID Actuators for the Imaging Camera Jul 2001 100%
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2.3.4. ARC Corporate Support

WBS eement 1.4, ARC Corporate Support, is where costs associated with
miscellaneous corporate-level expenses are captured and funds for management reserve
and capital improvements are held. Thetotal budget for ARC Corporate Support is
$953K of the $26,740K cost estimate for the 5-year Basdline Survey.
2.3.4.1. ARC Corporate Support WBS

WBS dement 1.4.1: Corporate Support

The WBS for Corporate Support captures the costs for financia audits, insurance,
Advisory Council meetings, externa project reviews, and one-time events such asthe
SDSS Dedication ceremony. The Corporate Support budget is administered by the ARC
Business Manager.

WBS dement 1.4.2: Additiona Scientific Support

The WBS for Additiond Scientific Support iswhere funds are set asde to cover the
cost of scientific support that may be needed on an occasiona basis. When a need for
additiond support is identified, a scope of work is defined and cost estimate prepared and
submitted to the Change Control Board and then SDSS Director for consideration and
gpproval. Once approved, awritten agreement describing the scope of work and budget
is established between ARC and the indtitution, and the funds to support the work are
alocated from the ARC Corporate budget to that ingtitution.

WBS dement 1.4.3: Capita Improvements

Capital improvements are trested as line items in the basdline budget and must be
approved by the Advisory Council. At present, there are no approved capital
improvement projectsin the 5-year basdline budget.

2.3.5. Management Reserve

Management reserve funds are treated as aline item in the budget and are shown as
element 1.5 in the WBS. Management reserve funds are held under ARC Corporate and
are managed and controlled by the SDSS Director in consultation with the ARC
Secretary/Treasurer. Management reserve is used to cover the cost of unanticipated but
required expenses that arise during the course of survey operations. Management reserve
funds are dlocated only after it is clear that the costs cannot be covered by adjusting
priorities, postponing procurements, or rearranging work.

24. SUMMARY OF RESPONSIBILITIES, BY INSTITUTION
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As described in the previous section, work associated with the SDSSis spread across
many ingtitutions and defined by Statements of Work (SOW) or Memoranda of
Understanding (MOU) between the ingtitutions and ARC, the legd entity overseeing the
SDSS. These SOWsand MOUs are referred to as * agreements’ and are indexed by
unique agreement numbers. The SSPs are used to dlocate budgets at the indtitution level
and track project cogts. As shown earlier in Table 2.1, project costs are tracked at level 4
inthe WBS.

This section isarecanting of the work described in the previous section, but here the
work is organized by indtitution rather than WBS. This recanting isincluded in the
Management Plan to make the indtitutiona responsibilities more transparent. Table 2.9
summarizes the digtribution of work among the various indtitutions, by SSP agreement
number. Subsequent paragraphs describe the distribution of work and summarize
inditutiona responghilitiesin detall.

24.1. Adrophysical Research Consortium (ARC)

The SDSS is managed by ARC, a nonprofit research corporation. The Board of
Governors (the Board) is responsible for the oversight of al ARC programs, the
formulation of policies that govern the programs, and the gpprova of al budgets for
these programs. The Board of Governors has delegated the oversight of the SDSS to the
Advisory Council (the Council). Membership on the Council has been granted to those
inditutions that have made significant cash or in-kind contributions toward the
congtruction, commissioning, and operation of the SDSS. ARC has obtained funding for
the SDSS from federd, private, and international sources, and these funds are
administered by the Secretary/Treasurer and the Business Manager. They disburse the
funds through the SSPs.

The SDSS budget supports afraction of the salaries for the Secretary/Treasurer and
Business Manager and provides amodest amount for administretive support, travel, and
office supplies. The budget and scope of work for the Secretary/Treasurer is defined in
SSP51. The budget and scope of work for the Business Manager is defined in SSP34.
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Table2.9. ARC Work Agreements, by Ingtitution

Ingtitution Agreement Description Manager
ARC SSP51 ARC Secretary/Treasurer D. Bddwin
SSP34 ARC Business Manager D. Badwin
Fermilab SSP48 Survey Management J. Peoples
SSP42 Observing Systems Support W. Boroski
SSP40 Data Processing and Distribution S. Kent
SSP61 Observing Programs and DA Support D. Petravick
New Mexico State SSP35 NMSU Site Support B. Gillexpie
Princeton SSP46 Office of the Project Scientist J. Gunn
SSP32 Observing Systems Support J. Gunn
SSP38 Software and Data Processing Support M. Strauss
Univ. of Washington SSP63 Software Testing and Validation C. Hogan
SSP60 Support for Project Management Closed
SSP31 Observing Systems Support C. Stubbs
Johns Hopkins SSP62 Software Testing and Validation W. Zheng
SSP36 Observing Systems Support A. Uomoto
SSP50 Photometric Telescope Operations Support A. Uomoto
SSP>4 Photometric Cdibrations A. Uomoto
SSP37 Data Archive Development and Support A. Szalay
Univ. of Chicago SSPA7 Project Spokesperson (1998-2001) M. Turner
SSP65 Project Spokesperson (2001-2003) R. Kron
SSP33 Observing Systems Support R. Kron
SSP39 Software and Data Processing Support J. Frieman
Institute for SSP41 Photometric System Definition Closed
Advanced Study
New Y ork SSP64 Photometric System Definition D. Hogg
University
United States Naval SSP57 Software and Data Processing Support J. Pier
Observatory
Los Alamos SSP58 Observing Systems Support P. McGehee
National Laboratory
Japan Participation No SSP# Observing Systems Support S. Okamura
Group
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2.4.2. Fermilab

Fermilab provides support for Survey Management, Observing Systems, Data
Processing and Distribution, and Survey Coordination through signed SSP agreements
with ARC.

SSP48 — ENAL Support for Survey Management

Fermilab provides the Director, Project Manager, and Project Office as an in-kind
contribution through a written agreement between ARC and Fermilab. The Director is
responsible for organizing and directing al agpects of the Survey. The Project Manager
is responsible for developing and maintaining the project schedule, developing the survey
operations budget, and overseeing the Project Office. The budget includes the vaue of
thein-kind saaries of the Project Manager, cost/schedule specidist, and administrative
assigant. It dsoindudesthein-kind vaue of travel and incidental expenses associated
with survey management activities. The travel costs of the SDSS Director and Project
Manager are partialy supported by ARC. The scope of work and budget are established
under agreement SSP48.

SSP42 — ENAL Observing Systems Support

Fermilab provides engineering support for the Observing Systems at APO by
providing a full-time g&ff of three individuas who will resde full-time neer the
observatory through the end of the 5-year observing period. One of these individuas
serves as the SDSS Teescope Engineer and is responsible for ensuring that al telescopes
and ingruments are available for operations. The two remaining individuas are
technicians who support the Telescope Engineer with engineering and maintenance work
at APO.

The level of effort to support on-Ste engineering and maintenance activities has been
increased by one FTE for the period April 2001 through the March 2003. The additiona
support is being provided by an e ectronics technician who resides near APO and works
under the direction of the SDSS Telescope Engineer to address and troubleshoot
electronic problems and reduce the backlog of incomplete eectrical tasks.

Fermilab aso provides part-time engineering support a Fermilab for systems and
components that were built and ingtdled by Fermilab.  This support is provided by
system specidists, who not only support the SDSS, but also work on and provide support
for many other projects at Fermilab.

In summary, Fermilab will provide 3.0 FTEs of on-site support and approximately 0.5
FTEs of off-gte technica specidist support as an in-kind contribution through the end of
the observing period. Fermilab will dso provide 1.0 FTE of additiona eectronic
technician support at APO during 2001 and 2002. ARC will reimburse the sdlary costs
for the 2-year term position, aswell asdl travel, materia, and supply costs associated
with maintaining and improving the Obsarving Systems. The scope of work and budget
are established under agreement SSP42.
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SSP61 — FNAL Observing Programs and DA Support

Fermilab designed, built, and ddlivered the data acquisition system a APO. Fermilab
is responsible for the long-term maintenance and support of the hardware and software
components that make up this data acquisition sysem. Fermilab is dso responsible for
the long-term maintenance of the software programs used to acquire data from the
telescopes (the Observers Programs).

The level of support provided by Fermilab for observing program and DA support is
20FTEs. OneFTE will conast of specidigts from the ISDD and will be provided asan
in-kind contribution. The second FTE is the computer professiond-observer position,
which will be funded by ARC from November 2000 through September 2003. The
ARC-funded budget also supports the costs of travel, materias, and services. The scope
or work and budget are established under agreement SSP61.

SSP40- ENAL Data Processing and Digtribution

Fermilab is responsible for processing the SDSS data, loading the final data products
into the Science Archive, and operating the Science Archive through the duration of the
Survey. Fermilab provides the Head of Data Processing and Didtribution (DP& D), who
works with the software Pipeline Coordinators at the various indtitutions to ensure that
data processing software is properly maintained and that outputs meet survey
requirements. The Head of DP&D aso works with the Science Archive development
team to ensure that the database remains functional and available to the SDSS
collaboration.

During the survey, Fermilab will maintain the following data processing pipelines and
code:
Photometric Telescope Pipdine (mtpipe);
Find Cdibration Pipdine (nfcdiby);
Target Selection Pipeline (Target);
Plate Design Pipdine (plate);
Tiling Code (Tiling);
Operationa Data Base (opdb);
DP (data processing production system infrastructure code); and
Set Qudlity Pipdine (sstQudlity)

N~ WNE

Maintenance of data processing pipelines at Fermilab includes fixing bugs, adding
improvements to accommodate hardware or operating system changes, and making code
enhancements to improve operationd efficiency. Additiondly, Fermilab jointly
maintains with Princeton the Spectro 2D portion of the Spectroscopic Pipeline. Bug fixes
will be implemented and improvements made as necessary to meet Survey requirements
and/or improve operationd efficiency. Thiswork will be coordinated with the
Spectroscopic Pipeline development effort on Spectro 1D at the University of Chicago.

Fermilab provides scientific analysis of the photometry to verify that scientific god's

are met, and supports the development and maintenance of the Photometric Telescope
Pipeline to ensure that Science Requirements and operationd efficiency gods are met.
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Fermilab aso provides the Survey Coordinator, who among other thingsis responsible
for managing the long-term observing sirategy of the Survey.

The leve of support provided by Fermilab to support data processing and distribution
is11.2 FTEs and is provided aong with materias and supply expenses as an in-kind
contribution. The ARC-funded budget supports Fermilab travel costs. The scope of work
and budget are established under agreement SSPA0.

2.4.3. Apache Point Observatory

New Mexico State University (NMSU) operates APO for ARC. It providesthe
personnd who maintain the Ste and technicd infrastructure for the SDSS program. The
Site Operations Manager isresponsible for providing a safe work environment for al
activities a the Ste. Appropriate policies and procedures have been implemented to
ensure that work is done in a safe and efficient manner and in accordance with gpplicable
rules and regulations. Thisincludes the development of aSte safety plan and a
designated Site Safety Officer. To ensure the adequacy of the Site safety program,
externd safety officers perform periodic Ste audits.

APO maintains ARC-provided facilities and equipment necessary to operate and
maintain the ingruments, induding vacuum equipment and a Class-100 clean room for
maintenance and repair activities associated with the SDSS imaging camera APO dso
maintains the instruments that monitor seeing and weether conditions.

APO provides technica personnd to the Telescope Engineer to assst him in the
preparation of the 2.5-meter and Photometric Telescopes for daily operation. APO
provides the SDSS Instrument Scientist, who is responsible for ensuring thet all
instruments are fully operationd and that consumables are available at the levels
necessary to support obsarving activities.  APO makes qudified technicians available to
the SDSS Td escope Engineer to perform plug plate handling and plugging activities.

APO aso provides storage space for the plug-plates, including on-Site storage and staging
facilities for gpproximately 300 plates and off-Ste fadilities for long-term storage of the
remaining plates.

The APO Computing Systems Manager and the SDSS Instrument Scientist respond to
DA problems and diagnoses hardware failures and replaces parts as required. Members
of the Fermilab ISDD will be contacted as necessary to assst with the troubleshooting
and repair of more difficult problems.

APO provides a saff of seven observersfor the 2.5-m telescope. One observer serves
as the Lead Observer and another the Deputy. The Lead Observer is responsible for
preparing the schedule and activities of the observing staff for review and approva by
Survey management and for interfacing with the technical saff to ensure good
communication between management, technical, and observing personnd. The Lead
Observer works with the Survey Coordinator to prepare monthly observing plansand is
responsible for the execution of those plans. The observing staff is responsible for the
safe and efficient use of the telescopes and instruments to collect data that meets Survey
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requirements. They develop and use documented procedures that ensure data quality and
uniformity and use performance metricsto track observing efficiency and performance
againg gods. The obsarving staff publishes observing logs to document observing
activities and record problemsin the problem-reporting database.

APO maintains the Site telecommunication sysem and dl on-site SDSS computer
systems and associated spare parts. These consist of Fermilab-provided DA systems as
well as ARC-provided instrument and telescope control computers. APO mantains the
basic gte services and facilities necessary to carry out operations in an efficient manner,
including maintenance of the site facilities, roads, grounds, and housing used by visitors
working on SDSS activities at APO.

Thetotd leve of effort associated with APO observatory operationsis 14.6 FTEs. Of
this, 7.0 FTES represent the observing team, 4.0 FTES represent the technical staff
dedicated to the SDSS, 3 FTEs represent the level of effort provided for observatory
support, and 0.6 FTES represent the level of administrative support required at NMSU to
support observatory operations. The three FTES that comprise observatory support are
made up of sx individuals who support both SDSS and 3.5-m tel escope operations.
These include the Site Operations Manager, Deputy Site Operations Manager, and four
members of the observatory support staff. Accordingly, the budget provides 50% of the
sdary for these individuas. The balance is provided by ARC to support 3.5-meter
telescope operations. The SDSS budget provides full salary support for the observing
and technica gaff working on the SDSS, as well astravel, equipment, supply, and
indirect costs. The scope of work and budget are established under agreement SSP35.

2.4.4. Princeton University

Princeton provides support for Survey Management, Observing Systems, and Data
Processing and Digtribution.

SSP46 — Office of the Project Scientist

Princeton provides the Project Scientist and Deputy as an in-kind contribution during
the academic year. The ARC budget provides a portion of the summer sdary for the
Project Scientist and funds for travel, equipment, and other miscellaneous expenses
accrued in executing the duties of the Office of the Project Scientist. The scope of work
and budget are covered under SSP46.

SSP32 — PU Obsarving Systems Support

Princeton built and delivered the imaging camera and its mechanical and support
systems, the detector systems for the spectrographs and Photometric Telescope, the
cryogen and temperature control systems for al of the insruments, the fla-fiedd and
wavelength cdibration systems for the spectrographs, and throughput monitoring systems
for the optica surfaces. During operations, Princeton maintains and upgrades these
systems as required to meet Science Requirement and efficiency gods. Princeton adso
suppliestechnica support for other telescope-related tasks as needed. Thetotd levd of
technica support will initidly be 1.0 FTE and will decline as needs for further
improvements diminish. The level of support is planned to be 0.5 FTE by the end of the
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five-year observing period. The budget for technica support provides for saary, trave,
materias, and supplies. The budget and scope of work are established under SSP32.

SSP38 — PU Software and Data Processing Support

Princeton developed portions of the software programs used for observing operations,
including the focus loop, parameter watcher, Imager Observer’s Program (10P),
Spectroscopic Observer’s Program (SOP). Princeton a so developed the Motion Control
Processor (MCP) and the interlocks graphica display. By 2002, the responsibility for
maintaining 1OP and SOP will be handled primarily by Fermilab, with Princeton
providing support on an as-needed bass. Princeton will maintain full respongbility for
the focus loop, Watcher, MCP, and interlock watcher display.

Princeton aso provides support for data processing operations at Fermilab. Princeton
is responsible for maintenance and improvement of the Photometric Pipeline as required
to meet the Science Requirements. Thisincludes SSC (Serid Stamp Callection), PSP
(Postage Stamp Pipeline) and Frames. Princeton aso develops and maintains pipeline
quaity andysis code and diagnostics and works jointly with Fermilab to maintain ad
improve the Spectro 2D Pipdine. Thiswork is coordinated with the Spectro 1D Pipeline
effort a the Univergty of Chicago. Findly, Princeton provides scientific andyss and
software development support to the photometric calibration effort.

Thelevel of effort for Princeton software support was 3.1 FTEs in 2000 and 2001,
and will be 25 FTEsin 2002, 1.5 FTEsin 2003, and 1.25 FTEsin 2004. The scope of
work and budget are established under agreement SSP38.

2.4.5. Universty of Washington

The University of Washington (UW) provides astronomer support to the Project
Scientist for software testing and validation, and technica services to the Observing
Systems. The UW had provided limited survey management support to the Director prior
to 2001, but no further support isrequired in this area.

SSP60 — Support for Survey Management

The Universty of Washington (UW) provided limited survey management support to
the Director on an as-needed basis through 2000; the need for additiona support is not
evident and so thereis no budget for this effort beyond 2000. Thiswork had been
supported through SSP60.

SSP60 — Software Testing and Vaidation

UW provides end-to-end testing to vdidate the qudity of the data processing
pipdines and test the functiondity of the Science Archive databases and user interfaces.
The budget provides limited support for travel and supply expenses. The scope of work
and budget are established under agreement SSP63.

SSP31 — UW Observing Systems Support
UW oversaw the congtruction of the 2.5-meter telescope and its enclosure, provided
oversight for the delivery of telescope optics, developed and implemented the Telescope
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Control Computer (TCC), built and delivered optica support and control systems, and
designed and delivered the fiber cartridges with their associated optical fiber assemblies.
During operations, UW provides technica support to maintain the TCC, the 2.5-m
telescope guiding system, and telescope optical support and control systems, and
provides engineering and technica support for other areas on an as-needed basis. UW
aso oversees plug plate fabrication. The basdline plan calsfor dl plug platesto be
fabricated at UW, with a second vendor quaified as aback up in the event that
production demands exceed the UW shop capacity. Thelevel of Observing Sysems
support at UW will be 1.75 FTES. The staff consists of a mechanica engineer, controls
software speciaist, and procurement support. The budget provides for supports saaries,
travel, supplies, and plug plate fabrication costs. The scope of work and budget are
established under agreement SSP31.

2.4.6. JohnsHopkins University

The Johns Hopkins University (JHU) provides astronomer support to the Project
Scientist for software testing and validation, technica services to the Observing Systems,
and software development and support for the Science Archive and data distribution
effort.

SSP62 — Software Testing and Vdidation

JHU will assgt the Project Scientist by providing end-to-end testing to vdidate the
quality of the data processing pipelines and test the functiondity of the Science Archive
databases and user interfaces. The leve of astronomer effort will be 0.25 FTEsin 2001
and 2002. In addition, two graduate students will provide additiond testing support in
2001, in support of the Early Data Release effort. The budget provides limited sdary
support aswell astravel and supply expenses associated with thiswork. The scope of
work and budget are covered under agreement SSP62.

SSP36 — JHU Observing Systems Support

JHU built and ddlivered the spectrographs and oversaw the ingtdlation and
commissioning of the Photometric Telescope a APO. During operations, JHU asssts the
SDSS Ingrument Scientist with maintenance and required improvements on the
gpectrographs. Technica support for other areas of observing systemsis provided on an
as-requested basis. The budget provides for partid scientist sdary, limited engineering
support and machine shop services, and software maintenance costs. The scope of work
and budget are established under agreement SSP36.

SSP50 — Photometric Telescope Operations Support

JHU provided one postdoc through March 2001 to help staff observing activities with
the Photometric Telescope and perform data andlysis in support of the photometric
cdibration effort. Thiswork was covered under SSPS0 and the agreement will be closed
in mid-2001, after final costs have been received.

SSP54 — Photometric Cdlibrations
JHU will provide limited scientific analysis support to the photometric cdibration
effort. The budget provides sdary, travel, and incidenta supply costs for scientific
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analysis support at 0.25 FTE through September 2001. The scope of work and budget are
established under agreement SSP>4.

SSP37 — Data Archive Devel opment and Support

JHU developed and now maintains the Science Archive databases and associated
software. Upgrades and enhancements will be made as necessary to support database
product and operating system upgrades and migrations to different operating system
platforms. JHU will dso assst with the preparation of the SDSS datareleases as
described in the SDSS Archive Digribution Plan, and will support the implementation of
mirror sites of the Science Archive at Participating and Member Inditutions. JHU, in
close coordination with the STScl and Fermilab, will assst in the development of user
interfaces and documentation associated with collaboration and public access to the
SDSSdata. The JHU development team will also be responsible for adapting the Science
Archive software and the SDSS Data Modd to the STScl Multi-Misson Archive
(MAST) framework, snce they are the only membersin the SDSS-STScl collaboration
with extengve experience with the Science Archive software.

Theleve of effort will be 3.6 FTESs through 2001, 2.6 FTEsin 2002 and 2003, and
1.25 FTEs from 2004 through the end of the 5-year observing period. The budget
supports salary, travel, and supply costs. The scope of work and budget are established
under agreement SSP37.

2.4.7. Universty of Chicago

SSP47 — Project Spokesperson

The Univergity of Chicago (UC) will provide the Project Spokesperson through mid-
2001 as an in-kind contribution by written agreement between ARC and the University of
Chicago (UC). The ARC-funded budget provides for part-time support of a staff person,
travel, supplies, and other miscellaneous items. Thisis covered under SSP47.

SSP33 — UC Observing Systems Support

UC provided management oversight for the congtruction of the 2.5-meter telescope
and its optics and provided significant technica support for the condruction of the
imaging camera. During operations, UC will provide the Imaging Scientist to support the
operation of the imaging camera through September 2001. The budget provides for
sdaries, tuition, travel, and miscellaneous expenses associated with this support. UC dso
provides occasiona engineering support for optics design and andysis, and electronics
support for the imaging camera and other telescope systems. This support is provided on
an as-needed bas's, with work organized in the form of projects. The budget for UC
engineering support provides for alimited amount of base support and will be augmented
as needed to support projects that the UC group will be asked to complete. The scope of
work and budget are established under agreement SSP33.

SSP39 — UC Software and Data Processing Support

UC developed the Spectro 1D pipeline and will maintain and improve this pipdine as
necessary to meet the Science Requirements. UC will also develop and maintain quality
andysis code in support of pipeline automation at Fermilab. Theleve of effort will be
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1.5 FTEs through 2001 and will decreaseto 0.5 FTEs from 2002 through the end of the
5-year observing period. The budget provides for sdary, travel, and supply costs. The
scope of work and budget are established under agreement SSP39.

SSP65 — Project Spokesperson (2001-2003)

The University of Chicago (UC) will provide Dr. Richard Kron as the Project
Spokesperson through mid-2003 as an in-kind contribution by written agreement between
ARC and the University of Chicago (UC). The ARC-funded budget provides for trave,
supplies, and other miscdlaneousitems. Thisis covered under SSP65.

2.4.8. Ingitutefor Advanced Study / New York University

The Indtitute for Advanced Study (IAS) led an independent effort through January
2001 to investigate the photometry for the SDSS and provide the Survey with a set of
tools that can be used to assess the quality of photometry over the duration of the Survey.
In February 2001, theindividud leading this effort moved from the IAS to New Y ork
University (NY U) and the budget subsequently moved aswel. Sdary support for this
work is provided by NY U as an in-kind contribution to ARC. ARC will provide funds
for travel and incidenta supplies. Thework and budget at |AS was covered under
agreement SSP41; the work and budget at NY U are covered under agreement SSP64.

2.4.9. United States Naval Observatory

The U.S. Navd Observatory (USNO) maintains the astrometric pipeline (ASTROM)
and provides limited support for the maintenance of the Operational Database. USNO
monitors the performance of the ASTROM pipdline and makes modification as required
to meet Science Requirements. USNO will continue to provide the Survey with the best
avallable astrometric catalogs for usein the pipdine as they become available. Theleve
of effort will be 2.0 FTEsin 2000 and will reduce to 1.0 FTE from 2002 through the end
of the 5-year observing period. The budget provides for sdary, travel, and supply costs
as an in-kind contribution from the USNO to ARC. The scope of work and budget are
covered under agreement SSP57.

2.4.10. LosAlamosNational Laboratory

Los Alamosisresponsble for developing and maintaining the Telescope
Performance Monitor (TPM), which monitors, displays, and archives telescope
engineering and therma data. Los Alamos dso provides one postdoc to augment the
observing staff for the Photometric Telescope and assst with bright-time photometry as
needed. The budget provides for sdaries, travel and supplies, and is provided by Los
Alamos as an in-kind contribution to ARC. Although continued support is subject to
review by Los Alamos management, it is anticipated thet Los Alamos will continue to
provide technica and observing support beyond 2002. The scope of work and budget
are covered under SSP58.
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2.4.11. Japan Participation Group

The Jgpan Participation Group (JPG) provided the CCDs for the imaging camera.
These CCDs are on loan to ARC through the duration of the survey. The JPG built and
installed a50 A resolution monochrometer to measure, through the corrector plate and
filter, the sengitivity of every CCD on the imaging camera. JPG engineers and sciertists
were adso heavily involved in the fabrication of eectronic components and systems for
the imaging camera, and designed and indaled the flat fidld system for the Photometric
Tedescope. During operations, the JPG will periodically use the 50 A monochrometer to
perform cdibration measurements on the imaging camera and will provide operations,
engineering, and maintenance support for this system as needed. JPG will provide new
filters for the Photometric Telescope in 2001 and will serve as aresource for the
maintenance and repair of JPG-provided components and systems on an as-needed basis
through the 5-year observing period. The JPG effort is provided as an-kind contribution
to ARC. Additiondly, the JPG has committed to provide ARC with a cash commitment
of $985K.

2.5. PERFORMANCE METRICS
2.5.1. Observing and Data Processing Statistics

One of the sgnificant recommendations from the Readiness Review of Observing
Systems held in April 2000 was for the SDSS to develop a set of basdline performance
godsfor the imaging and spectroscopic surveys.  In particular, the review committee
recommended that a set of minimum performance god's be developed such that if the
SDSSfailed to meet them, strong measures would have to be taken to address the failure
to meet the goals. These basdline performance goa's have been developed and are being
used to provide a basdline against which survey progressis being measured. The basdline
performance gods redidticaly take into account such factors as the number of dark hours
available per observing period, percentage of time dlocated for imaging and
spectroscopy, percentage of time weather conditions at the observatory should be suitable
for observing, percentage of time that the observing systems will be available to support
observing, and the anticipated overal efficiency of imaging and spectroscopy operations.
These parameters were factored together to obtain the number of hours per quarter that
should be available for imaging and spectroscopy. Consdering the number of square
degrees that can be imaged per hour and the nomina time required to observe a
spectroscopic plate, we were able to establish observing performance gods for the
number of square degreesimaged and the number of spectroscopic plates observed per
quarter. We were as0 able to establish measurable observing efficiency gods. These
will betracked dosdly, for if we are not using observing time efficiently, then we will
certainly not be able to meet the survey progress gods.

The survey progress and efficiency goas were described in the 2000-Q1 SDSS
Quarterly Project Report that was submitted to the A.P. Sloan Foundation, the Advisory
Council, and the SSP managers. We review our performance at the end of each
observing period to monitor performance againg the basdline plan. We look at the
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number of hours spent imaging and doing spectroscopy and compare those againg the
godsfor that period. We dso look at how and where time was spent during the hours we
should have been on the sky in order to understand whether we met our goals for
operating efficiency, equipment readiness, etc. After the data from arun are processed,
we review the number of unique square degrees imaged and number of unique
spectroscopic plates exposed that meet survey quality acceptance criteria. These numbers
are added to the running totals to obtain cumulative performance to date, which is
compared againgt the basdline. We report these results in our quarterly reports. We aso
provide the status of survey progress with the collaboration through the SDSS web Ste
(www.sdss.org). The SDSS web site contains links to pages that graphicaly show the
amount of survey areaimaged to date, the number of spectroscopic plates observed to
date, and the number of photometric patches obtained to date. We intend to begin
posting the quarterly project progress reports on the web in the near future, as an
additiond means of keeping the collaboration and others informed on survey progress

and performance,

Figure 2.5 compares the cumulative imaging data collected in the Northern Survey
Region through July 2001 against the baseline plan. Figure 2.6 compares the total
number of spectroscopic plates observed in the North through this same period against
the basdline.

SDSS Northern Survey Region
Cumulative Imaging: Actual Performance vs. Baseline Plan
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Figure 2.5. Photometric Survey Progress Againg the
Basdline Plan for the Northern Survey Region.

68



SDSS Northern Survey Region
Cumulative Spectroscopy: Actual Number of Plates Observed vs.
Baseline Plan
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Figure 2.6. Spectroscopic Survey Progress againg the Basdline Plan
for the Northern Survey Region.

In the months of September, October, and most of November, the North Galactic Cap
is not accessible and so observations are concentrated instead on the South Galactic Cap;
we refer to this as the Southern Survey Regon. Survey strategy for the Southern Survey
Region is different than for the Northern Survey Region, because these are in fact ditinct
urveys.

The Southern Survey will congst of three Stripes. Two of the stripes flank the
equatorid gtripe and are cdled the “ Outrigger” stripes. The outrigger stripes comprise
475 square degrees and are observed in amanner similar to the stripes in the Northern
Survey Region. Thisis, they are imaged once and targeted for spectroscopy with the
same sdection criteria. The equatoria stripe is 108 degrees long and has afootprint of
270 square degrees. The basdline plan cdls for imaging the southern equatoria stripe
once, dthough we intend to seek additiond funding that will alow the equatorid sripeto
be imaged many times. Co-adding these multiple imaging scanswill achieve a
correspondingly deeper image of the ky in this area.

Figure 2.7 compares the cumulative imaging data collected on the outrigger Stripes,

through July 2001, againgt the basdline plan Figure 2.8 compares the number of times
that the equatorid dtripe as been imaged againg the basdline plan, for this same period.
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SDSS Southern Survey - Outrigger Stripes

Cumulative Imaging: Actual Performance vs. Baseline Plan
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Figure 2.7. Photometric Survey Progress against the
Basdine Plan for the Southern Outrigger Stripes.

SDSS Southern Survey - Equatorial Stripe
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Figure 2.8. Photometric Survey Progress against the
Basdline Plan for the Southern Equatoria Stripe.
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2.5.2. Schedule Performance for Observing Systems and Data Processing

Schedule performance is reviewed on a monthly basis by comparing work performed
in the previous month against work planned for that period. We consider the number of
tasks completed according to plan and review why some of the planned work was not
completed on time. In many cases, we il fal prey to overestimating our ability to get
work done and underestimating the time required to maintain the sysems dreedy in
place. Toimprove our performance in the former area, we arein the process of
reviewing our schedule and work plan to develop a more redistic and achievable
schedule. To help strengthen our performance in the latter area, we have begun to focus
more heavily on identifying areas in which system rdiahility islow and taking corrective
action to remedy problems. Focusing effort on improving system rdiability should result
in an increase in the uptime of observing systems during observing runs.

In thefirg year of operations, our scheduling efforts focused primarily on the
hardware work necessary to bring the observing systems to the state where we could
efficiently support observing operations. We have now focused efforts on developing the
plan and schedule for the remaining development efforts associated with the pipelines
and software packages that support data processng. This plan and scheduleis being
developed so that we have a clear understanding of when pipelines must be frozenin
order to dlow sufficient testing time before data is re-processed in time for the planned
data releases.

2.5.3. Public Digribution Performance

The Archive Didtribution Plan presents the schedule for releasing SDSS data to the
astronomy community. The schedule for data releases is shown in section 2.3.3.3 of this
document, in Table2.7.  Figure 2.11 shows the planned rate of accumulation of the two
main data components, the photometric data and the spectroscopic data. The intermediate
milestones occur on July 1, in each year sarting in 2001. Two other critica milestones
are the beginning of the survey, and the end of survey observations. The planning
assumptions that determined these milestones are: observations of the northern sky can be
made during the first two quarters of every year, the third quarter islargely lost to the
monsoon season, and the northern galactic cap can be observed for only about one month
during the fourth quarter. The data obtained prior to the “points-of-no-return” is
quantized by the mid-year milestones and will be released at the times shown by the tip
of the arrows. Somewhat arbitrarily, the date of January 1, 2000 was shown asthe
effective garting date of the survey in Figure 2.11, because it smplifies the graphica
presentation. It aso reflects our expectation that some of the commissioning data will
meet the Science Requirements after it is properly calibrated.
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Figure 2.11. Milestones and Data Fractions for Archive Digtribution

The data rel ease dates are hard milestones and the schedule for tasks associated with
data digtribution are established and closely monitored so that these milestones will be
met.

2.5.4. Co4 Performance

The operations budget for the 5-year Basdine Survey isformaly reviewed on an
annua bass and presented to the Advisory Council for gpprova. At the sametime, the
budget for the next ARC fiscd year is submitted to the Council for consideration. Once
approved by the Board of Governors, the annua budget serves as one of the basdlines
againg which cost performance is measured. The other cost basdlineisthe overall cost to
complete the observing and data processing phases of the survey. Cost performanceis
tracked with respect to the budget on a quarterly basis by the Project Manager. The cost
performance isincluded in the quarterly project report.

The Project Manager is responsible for submitting a quarterly financid report thet
tracks cost performance to the Director. A summary of the report isincluded in the
quarterly project report that is provided with the Advisory Council, funding sponsors, and
inditution SSP managers. The quarterly financid report compares the actua expenses of
each indtitution againgt the plan for the quarter, based on input received by the SSP
managers. Each SSP manager is responsble for submitting a quarterly report to the
Project Manager that summarizes the work that was completed, work planned for the
following quarter, and cost performance for the quarter just ended. By reviewing these
quarterly progress and budget reports, the Project Manager is able to assess cost
performance and understand the cause of significant deviations from the basdline plan.
When significant deviations occur or are forecast, adjustments are made in the overdl
plan for the remainder of the year and forecast for the remainder of the year to ensure that
critical work is completed and the project remains within the approved budget. When
new work is added to the basdline plan, the work is either funded by alocating
undigtributed contingency or by eiminating other planned work that is of lower priority.
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This more stringent review and control process was started late in 1999 and used
extengvely to monitor cost performance against the 2000 budget.
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APO
ARC
DAQ
|IOP

JPG

MCP
MOP

SDSS
SOP
TCC
TPM
WBS

Appendix A — SDSS Acronyms

Apache Point Observatory
Adgtrophysica Research Consortium
Data Acquisition System at APO
Imaging Observers Program

Japan Participation Group

Motion Control Processor
Photometric Telescope Observer’s Program
Photometric Telescope

Soan Digital Sky Survey
Spectroscopic Observers Program
Telescope Control Computer
Telescope Performance Monitor
Work Breakdown Structure
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